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(57) ABSTRACT

For high-accuracy analysis and high-quality synthesis of
voice sound (singing and speech), provided herein are a sys-
tem and a method for estimating from an audio signal spectral
envelopes and group delays for sound analysis and synthesis
with high accuracy and high temporal resolution. An estima-
tion system of spectral envelopes and group delays includes a
fundamental frequency estimation section, an amplitude
spectrum acquisition section, a group delay extraction sec-
tion, a spectral envelope integration section, and a group
delay integration section. The spectral envelope integration
section sequentially obtains a spectral envelope for sound
synthesis by averaging overlapped spectra. The group delay
integration section selects from a plurality of group delays a
group delay corresponding to the maximum envelope of each
frequency component of the spectral envelope and integrates
groups delays thus selected to sequentially obtain a group
delay for sound synthesis.

20 Claims, 29 Drawing Sheets




US 9,368,103 B2
Page 2

(51) Int.CL

G10L 25/18 (2013.01)
GI10L 25/45 (2013.01)
GI10L 25/15 (2013.01)
G10L 25/78 (2013.01)
GI0L 21/013 (2013.01)
GI0L 19/022 (2013.01)
(52) US.CL
CPC oo GI10L 25/45 (2013.01); G10L 25/78

(2013.01); GI0L 25/90 (2013.01): GI0L 19/022
(2013.01); GI0L 2025/906 (2013.01)

(56) References Cited
U.S. PATENT DOCUMENTS

2012/0243705 Al* 9/2012 Bradley ............ G10L 19/00
381/94.4
2012/0265534 Al* 10/2012 Coorman .............. G10L 13/033
704/265

OTHER PUBLICATIONS

Abe, Toshihiko, Takao Kobayashi, and Satoshi Imai. “Robust pitch
estimation with harmonics enhancement in noisy environments
based on instantaneous frequency.” Spoken Language, 1996. ICSLP
96. Proceedings., Fourth International Conference on. vol. 2. IEEE,
1996.*

Kawahara, Hideki. “Speech representation and transformation using
adaptive interpolation of weighted spectrum: vocoder revisited.”
Acoustics, Speech, and Signal Processing, 1997. ICASSP-97., 1997
IEEE International Conference on. vol. 2. IEEE, 1997.*

Duncan, G., B. Yegnarayana, and Hema A. Murthy. “A nonparametric
method of formant estimation using group delay spectra.”” Acoustics,
Speech, and Signal Processing, 1989. ICASSP-89., 1989 Interna-
tional Conference on. IEEE, 1989 *

Blauert, J., and P. Laws. “Group delay distortions in electroacoustical
systems.” The Journal of the Acoustical Society of America 63.5
(1978): 1478-1483.*

Klatt, D.H.: “Software for a Cascade/parallel Formant Synthesizer”,
J. Acoust. Soc. Am., vol. 67, pp. 971-995 (1980).

Goto, M. and Nishimura, T.: “AIST Humming Database: Music
Database for Singing Research”, IPSJ, SIG Technical Report, 2005-
MUS-61, pp. 7-12 (2005).

Goto, M., Hashimoto, H., Nishimura, T. and Oka, R.: “RWC Music
Database: Database of Copyright-cleared Musical Pieces and Instru-
ment Sounds for Research Purposes”, IPSJ, Transaction vol. 45, No.
3, pp. 728-738 (2004).

Fujihara, H., Goto, M. and Okuno, H.G: “A Novel Framework for
Recognizing Phonemes of Singing Voice in Polyphonic Music”,
Proc. WASPAA2009, pp. 17-20 (2009).

Toda, T. and Tokuda, K.: “Statistical Approach to Vocal Tract Trans-
fer Function Estimation Based on Factor Analyzed Trajectory
HMM?”, Proc. ICASSP2008, pp. 3925-3928 (2008).

Shiga, Y. and King, S.: “Estimating the Spectral Envelope of Voiced
Speech Using Multi-frame Analysis”, Proc. EUROSPEECH2003,
pp. 1737-1740 (2003).

Akamine, M. and Kagoshima, T.: “Analytic Generation of Synthesis
Units by Closed Loop Training for Totally Speaker Driven Text to
Tpeech System ((TOS Drive TTS)”, Proc. ICSLP1998, pp. 1927-
1930 (1998).

Kameoka, H., Ono, N. and Sagayama, S.: “Speech Spectrum Mod-
eling for Joint Estimation of Spectral Envelope and Fundamental
Frequency”, IEEE Transactions on Audio, Speech, and Language
Processing vol. 18, No. 6, pp. 1507-1516 (2010).

Zolfaghari, R, Watanabe, S. Nakamura, A. and Katagiri, S.:
“Bayesian Modelling of the Speech Spectrum Using Mixture of
Gaussians”, Proc. ICASSP 2004, pp. 553-556 (2004).

Banno, H., Lu, J., Nakamura, S., Shikano, K. and Kawahara, H.:
“Speech Manipulation Method Using Phase Manipulation Based on
Time-Domain Smoothed Group Delay”, IEICE, Journal vol. J83-D-
11, pp. 2276-2282 (2000).

Banno, H., Lu, J., Nakamura, S., Shikano, K. and Kawahara, H.:
“Efficient Representation of Short-Time Phase Based on Time-Do-
main Smoothed Group Delay”, IEICE, Journal vol. J84-D-II, No. 4,
pp. 621-628 (2001).

Morise, M: Platinum: “A Method to Extract Excitation Signals for
Voice Synthesis System”, Acoust. Sci. & Tech., vol. 33, No. 2, pp.
123-125 (2012).

Morise, M., Matsubara, T., Nakano, K. and Nishiura, T: “A Rapid
Spectrum Envelope Estimation Technique of Vowel for High-Quality
Speech Synthesis”, IEICE, Journal vol. J94-D, No. 7, pp. 1079-1087
(2011).

Akagiri, H., Morise, M., Irino, T. and Kawahara, H.,: Evaluation and
Optimization of FO-Adaptive Spectral Envelope Extraction Based
on Special Smoothing with Peak Emphasis, IEICE, Journal, vol.
J94-A, No. 8, pp. 557-567 (2011).

Kawahara, H., Morise, M., Takahashi, T., Nishimura, R., Irino, T. and
Banno, H.: Tandem Straight: A Temporally Stable Power Spectral
Representation for Periodic Signals and Applications to Interference-
free Spectrum, FO, and Aperiodicity Estimation, Proc. of ICASSP
2008, pp. 3933-3936 (2008).

Kawahara, H., Masuda-Katsuse, I. and De Cheveigne, A.: Restruc-
turing Speech Representations Using a Pitch Adaptive Time-fre-
quency Smoothing and an Instantaneous-Frequency-Based on FO
Extraction: Possible Role of a Repetitive Structure in Sounds, Speech
Communication, vol. 27, pp. 187-207 (1990).

Kameoka, H. Ono, N. and Sagayama, S.: “Auxiliary Function
Approach to Parameter Estimation of Constrained Sinusoidal Model
for Monaural SpeechSeparation”, Proc. ICASSP 2008, pp. 29-32
(2008).

Pavlovets, A. and Petrovsky, A.: “Robust HNR-based Closed-loop
Pitch and  Harmonic  Parameters  Estimation”, Proc.
INTERSPEECH2011, pp. 1981-1984 (2011).

Ito, M. and Yano, M.: “Sinusoidal Modeling for Nonstationary
Voiced Speech based on a Local Vector Transform”, J. Acoust. Soc.
Am., vol. 121, No. 3, pp. 1717-1727 (2007).

Bonada, J.: “Wide-Band Harmonic Sinusoidal Modeling”, Proc.
DAFx-08, pp. 265-272 (2008).

Abe, M. and Smith III, J.O.: “Design Criteria for Simple Sinusoidal
Parameter Estimation based on Quadratic Interpolation of FFT Mag-
nitude Peaks”, Proc. AES 117th Convention (2004).

Pantazis, Y., Rosec, O. and Stylianou, Y.: “Iterative Estimation of
Sinusoidal Signal Parameters”, IEEE Signal Processing Letters, vol.
17, No. 5, pp. 461-464 (2010).

George, E. and Smith, M.: “Analysis-by-Synthesis/Overlap—Add
Sinusoidal Modeling Applied to the Analysis and Synthesis of Musi-
cal Tones”, Journal of the Audio Engineering Society, vol. 40, No. 6,
pp. 497-515 (1992).

Depalle, P. and H’Elie, T.: “Extraction of Spectral Peak Parameters
Using a Short-time Fourier Transform Modeling and No Sidelobe
Windows”, Proc. WASPAA1997 (1997).

Stylianou, Y.: “Harmonic plus Noise Models for Speech, combined
with Statistical Methods, for Speech and Speaker Modification”, Phd
Thesis.

Serra, X. and Smith, J.: “Spectral Modeling Synthesis: a Sound
Analysis/Synthesis Based on a Deterministic Plus Stochastic
Decomposition”, Computer Music Journal, vol. 14, No. 4, pp. 12-24
(1990).

Smith, J. and Serra, X.: “PARSHL: an Analysis/Synthesis Program
for Non-harmonic Sounds Based on a Sinusoidal Representation”,
Proc. ICMC 1987, pp. 290-297 (1987).

McAulay, R. and Quatieri, T.: “Speech Analysis/Synthesis Based on
a Sinusoidal Representation”, IEEE Trans. ASSP, vol. 34, No. 4, pp.
744-755 (1986).

Moulines, E. and Charpentier, F.: “Pitch-synchronous Waveform
Processing Techniques for Text-to-speech Synthesis Using
Diphones”, Speech Sommunication, vol. 9, No. 5-6, pp. 453-467
(1990).

Villavicencio, F., Robel, A. and Rodet, X.: “Improving LPC Spectral
Envelope Extraction of Voiced Speech by True-Envelope Estima-
tion”, Proc. ICASSP2006, pp. 869-872 (2006).

Villavicencio, F., Robel, A. and Roidet, X.: “Extending Efficient
Spectral Envelope Modeling to Mel-frequency Based Representa-
tion”, Proc. ICASSP2008, pp. 1625-1628 (2008).



US 9,368,103 B2
Page 3

(56) References Cited
OTHER PUBLICATIONS

Robel, A. and Rodet, X.: “Efficient Spectral Envelope Estimation and
Its Application to Pitch Shifting and Envelope Preservation”, Proc.
DAFx2005, pp. 30-35 (2005).

Imai, S. and Abe, Y.: “Spectral Envelope Extraction by Improved
Cepstral Methods”, IEICE, Journal, vol. J62-A, No. 4, pp. 217-223
(1979).

Tokuda, K., Kobayashi, T., Masuko, T. and Imai, S.: “Melgeneralized
Cepstral Analysis—A Unified Approach to Speech Spectral Estima-
tion”, Proc. ICSLP1994, pp. 1043-1045 (1994).

Atal, B.S. and Hanauer, S.: “Speech Analysis and Synthesis by Linear
Prediction of the Speech Wave”, J. Acoust. Soc. Am., vol. 50, No. 4,
pp. 637-655 (1971).

Itakura, F. and Saito, S.: “Analysis Synthesis Telephony based on the
Maximum Likelihood Method”, Reports of the 6th Int. Cong. on
Acoustics., vol. 2, No. C-5-5, pp. C17-C20 (1968).

Griffin, D. W.: “Multi-Band Excitation Vocoder”, RLE Technical
Report 524, Massachusetts Institute of Technology, Research Labo-
ratory of Electronics (1987).

Flanagan, J. and Golden, R.M., “Phase Vocoder”, Bell System Tech-
nical Journal, vol. 45, pp. 1493-1509 (1966).

Hamagami, T.: “Speech Synthesis Using Source Wave Shape Modi-
fication Technique by Harmonic Phase Control”, Acoustical Society
of Japan, Journal, vol. 54, No. 9, pp. 623-631 (1998).

Matsubara, T., Morise, M. and Nishiura, T.: “Perceptual Effect of
Phase Characteristics of the Voiced Sound in High-Quality Speech
Synthesis”, Acoustical Society of Japan, Technical Committee of
Psychological and Physiological Acoustics Papers, vol.40, No. 8, pp.
653-658 (2010).

Ito, M. and Yano, M.: “Perceptual Naturalness of Time-scale Modi-
fied Speech”, IEICE Technical Report EA2007-114, pp. 13-18
(2008).

Zolzer, U. and Amatriain, X.: “DAFX—Digital Audio Effects”,
Wiley (2002).

Lin K-S, et al: “Speech Applications with a General Purpose Digital
Signal Processor”, Proceedings of the Region 5 Conference (Mar.
1985).

Banno, Hideki, et al: “Efficient Representation of Short-Time Phase
Based on Group Delay”, The Transactions of the Institute of Elec-
tronics, Information and Communication Engineers, vol. J84-D-
II(Apr. 2001).

Kawahara, H, et al: “Restructuring Speech Representations Using a
Pitch-Adaptive Time-Frequency Smoothing and an Instantaneous-
Based FO Extraction: Possible Role of a Repetitive Structure in
Sounds”, Speech Communication Elsevier Science Publishers,
Amsterdam NL, vol. 27, No. 3-4 (Apr. 1999).

European Search Report dated Feb. 12, 2016.

* cited by examiner



U.S. Patent

Jun. 14, 2016

Sheet 1 of 29

Fig.1

AMENTATL

LIk
3~

R
BETIMATION SECTICH

FREQUENC

3

i

US 9,368,103 B2

e

AMPLITUDE

ACCHISITION 8ECT

SPECTRUM
.
TON

GROUP

DELAY
EXTRACTION SRCTION

t

{

SEFECTRAL ERVELOPE
BORATTON

SECTLIOMN

GROUP DEIAY
INTEGRATION SECTION

11

i

¢

MEMORY

13

FUNDAMENTAL

k

15

FREQUENCY

READING SECTIQN

23~

DISCONTINUITY
SUPPRESSICN SECTION

¢

25

COMPENSATION SECTION

!

17~

CONVERSICHN SECTION

]

18-

UNIT WAVEFORM GENERATION SECTION

21~

DIXINITLYTR O T
«J.L;\”f.'.x e L

SECTION




U.S. Patent Jun. 14,2016 Sheet 2 of 29 US 9,368,103 B2

Fig.2B & x ::Vf"’ffs;sf“

SRR

R e e

Fig.2C Eil _:_i-;’:

o X"w}, i 1‘:':*?‘* X

“"“"'W‘?

w




U.S. Patent

Jun. 14, 2016 Sheet 3 of 29

Fig.3

US 9,368,103 B2

i

INPUT
{AUDIC SIGNAL OF VOICE
OR INSTRUMENT)

S12

4

Fa

ESTIMATION AND VOICED/UNVOICED

SEGMENT IDENTIFPICATION

513

Fo~ADAPTIVE ANALYSIS

,St4

INTERMEDIATE RESULT

Fo—-ADAPTIVE SPECTRIUM

{(AMELITUDE SPECTRUM)
Fo-ADAPTIVE CGROUEF DELAY

SIS

MULTI-FRAME
INTEGRATION ANALYSIS

(516

OUTPUT
SPECTRATL ENVELOPE
GROUP DELAY




U.S. Patent Jun. 14,2016 Sheet 4 of 29 US 9,368,103 B2

Fig.4

.
\f\ ’\ D\ W3

@%%%i%%%%

! WINDOWING

B

A

Y,

$ ¥ l« ¥ ¥

DIZCRETE FOURIER TRANS

T ]

I v’{w{'“ﬂ"‘\v

FREQUENCY

3 TV
A SPECTR

PERSTERCY



U.S. Patent Jun. 14,2016 Sheet 5 of 29 US 9,368,103 B2

Fig.5

SNATL
ING/ ITNSTRUMENT
SN

'(,,J' -\ . / \.« /!.

N

t- WHZFON T ‘ T HEFO) e

",

¢
5
o
{
Lancd

IR

DOWLNG §

<

[ M— I e e IS r




Hz

K

US 9,368,103 B2

Sheet 6 of 29
Fig. &

Jun. 14, 2016

oo
N

H

i e Ll

o
;
FREQUE

el

4

$.8484

4
Fig.7

T et
ey
el e
w “ sl
o eeifipcninion
H o
H 4o
. =
: o
: i

U.S. Patent

,?

@ oo @ : ; : :
o L = PR > S G
el EaNITTINY  [2]AYTHO 40045 I

ki



US 9,368,103 B2

Sheet 7 of 29

Jun. 14, 2016

U.S. Patent

Fig. 8

<
<o

o

13
QI




U.S. Patent Jun. 14,2016 Sheet 8 of 29 US 9,368,103 B2

Fig.$

THE FOLLOWING IN PROCESSING UNITS (imsy | STH{)

D OF LS n/" T“’*}
ER TIME OF ANAL

¢

P PELAY CORRESPONDING 70
CTED A5 MAXI
EACH FREQUEN

-5Th1

- 8752

/(¥
FME (\{* “N;\L -
I RANGE OF 1/

5153

TCTALLY

VPP BN
EX k\l_\.\.l}‘. A

STIIL TN X 7S O
{70 OBTAIN NEV Z‘INIETJIw T'N'\CLC-’E)

¥

AN VALUE OF MAXIMIN ENVELOPR
<NE;=N>1T U:_,- vy : w e 5155

Pt

|ST54

STONRL LOW-P _TH }*‘ I: {H-?ANG

’PL EMENTATION: D-DEMENSIONAL S 7
- WINDOW DIL TER ’TI’“'} FIL”EP 875
IN TIME AXIS OF ¢ ms AND
Y AXIS GF 48,4487 Hz)




US 9,368,103 B2

Sheet 9 of 29

Jun. 14, 2016

U.S. Patent

AONEOTAA

et (J.{Jl)i.\z\k\ T e
Ao o, ..vs&sf..zi.g}!

t]

V@Mmﬁ AN

1.}(/:«,%//):\3 .\.«x.}:..,\.\xhoc

e,

o
AN

s,

N

G2

FACTIANE WNTe [apl

1

rew e e i
L b T A FEAE T
v
AYTHD AN0CHED AETHG A0ONS AYTIHED AD0HD
: 4 2. .
~ . 5 L kg R K& ey
e . feen S W g
& . T
: \, 4 a9
WOELOEAS TG0 Muwamﬂq L OAS Mﬁupmhuu%d AL aaS WO L A

SHW SY
g
A DA !
T T

NOTLTHEDEL

NE

G80'0
600
56070

0
0z
0F

{apl

o1 " brg




U.S. Patent

Jun. 143 2016

Sheet 10 of 29

US 9,368,103 B2

s
3

i i 2

o
R

W

CPUBED Xy

WELOFE

3%

INIERT ()
SV




U.S. Patent Jun. 14,2016 Sheet 11 of 29 US 9,368,103 B2

e MAYTMOM E
e MEXTMUM ENVELOPE {SMOOTHED)

PSRN

Fig.133

: ,i LRiET]

% g.nan

Fig.13B




U.S. Patent Jun. 14,2016 Sheet 12 of 29 US 9,368,103 B2

WAVEFORM OF STNGING

, AAA R ﬁ fx A ; MY ;
Fig.14A ‘ f”x X, APV f f"‘fs a«*’"f”fifigf i 4 Eﬁgg

GROUP DELAY C

AR IMUM ENVELC

Fig.14B

3
¢ .28 (.29 .30 a3 432 £33




U.S. Patent Jun. 14, 2016 Sheet 13 of 29

US 9,368,103 B2

CATLCULATE THE FULLOWING IN PROCESSING UNITE

RE GROUP D
TTED AS MAKID

Y CORRESPONDING T0

{

COMPENSATE TIME-SHIFT OF ANALYSIS

NORMALIZE GROUP DELAYS IN RANGE OF 0-1

- -8T522

{

1 VALUE OF GROUE DELAY OF
FREQUENCY BIN AT Fo

I DELAY OF FREQUENCY BINS

---------- §T523

SOCMTH GROUP DELAYS

87524




U.S. Patent Jun. 14,2016 Sheet 14 of 29 US 9,368,103 B2

Fig.16

STORE VALUR OF GROUP DRLAY OF FREQUENCY 2IN ”STSZZA
CORRESPONDING TO nn x Eo

]

SUBTRACT THE ABOVE-STORED VALUE FROM STh228
GROUP DELAY

'

L REMATNDER OF CGRCUP DELAY BY
[aa TON BY E’UNiZ'JACv’ﬁ}Eli\ng‘Z{{_‘ PERIOD 2 e STSZZC

{

-ST522D




U.S. Patent Jun. 14,2016 Sheet 15 of 29 US 9,368,103 B2

FO=3178373
1.5 X F0

S = CORRES }IﬁDii’\z(—; TO
A, 0 nox Fl {n=1.%)

GROUP DEI

o
T
e

<7
i
e

]
by

k :
PN s tg SURTRACT THE
S\ F ™y @ BBOVE- ﬁ:z D VALIE
7 "N {(VALUE ©
: CORRESECH]

HOUE DELA

-
N3

CALCH

REMATHIDER BY
DIVISION BY
FUNDAMENTAL PERIOD

(1/F0 = 0.0031)

SLAY [s]

19
L

o

GROUP

¢
3TN AR "’"}"
e mu@ VARY

b GROUP DELA

SIS ONETTY
GROGE |

lN{?L(

= S
o PERIOL
s 5
&5 YR
} et LD }. )

FREQ

VENCY [5z]



U.S. Patent Jun. 14,2016 Sheet 16 of 29 US 9,368,103 B2

Fig.18

CONY AND cos FUNCTIONS

SACH F 1 o
(0 REMOVE TINUTTY -1 STh24A

N

TOE TO TUND P«W\ﬁ AL TERION)

SLn

|- ST524B

0y T
CONVER

IRAL STAIE «JIT} an

P DELAY TO .- 8§T524C

FUNCTION IN EACH PRAME

ORI

TICTRAT

{
{SPECTRAL

Fo ;J ST

SUPPRESS DISCONTINUITY ALONG TIME AXIS
TN LOW FREQUENCY RANGE - ST102
{HAVING LAFGE POWER)

--ST103

HIGH PITCH '(;«c;

ESLAE SOUND BY QVERLAP-ADD OF  § Gg
UNIT WAVEERORMS ST?

QUTPUT
{AUDIC SIGNAL)




U.S. Patent Jun. 14,2016 Sheet 17 of 29 US 9,368,103 B2

panry

20 8 . " - ; o — :1'*;""”,;,;,;,;,;V;,;V;,;;;,,
- : s %w% : SR

any

PIELRS

R
23
vi %—:33’
S i

e ......X.eaA,VVVVVVVVVVV

re
]

koS S S A0S ‘;;;;:;;;;;;;;;;;;;;;. S

2

T

J

~
[o—

LI )

-}'z- TRATD
AL

IR
£
¥

zmmmg

JENCY

B UNIT WAVEFORM IR
PERIOL POR SYN




US 9,368,103 B2

Sheet 18 of 29

Jun. 14, 2016

U.S. Patent

ST

fArkos

A A

*.

P
;

b

R e
ANl das

N

&

N

roo
pErhol

(95)




U.S. Patent Jun. 14,2016 Sheet 19 of 29 US 9,368,103 B2

Fig.22

SEARCH OPTIMAL OFFSET FOR EACH VOICED SEGMENT 3?3{)%
TO UPDATE GROUP DELAY ¢ 77

t

SMOOTH GROUE DELAY IN LOW FREQUENY RANGE wSTiOZB

Fig.23

NN Y TN
7 PROCESS FOR

- ST102A

STORE VALUE OF FRECQUENCY BIN -
CORRESPONDING TO Fo

| ST102a

1.-sT102

|-ST10%¢

........... §T102d




US 9,368,103 B2

Sheet 20 of 29

Jun. 14, 2016

U.S. Patent

sy

g
e d

&
|
&‘ ¥
&%
R B ot

LA

g Bake

&
3

(SR

&
g

£ 70

.

e
B v e
¢

-

Y &

T a——

e

A O SRIGNOISERIE0D

gl

JIdEd C

T

iy

pe BTy

o B i LTI

oo
e

>

ipe s nndnananahnhdaws

¥y
3
¥
s

o]

E. AN

v e an

!




US 9,368,103 B2

Sheet 21 of 29

Jun. 14, 2016

U.S. Patent

e e B e
-

i TG i

e et

s

FAETEG dN0dD

W




U.S. Patent Jun. 14, 2016 Sheet 22 of 29

Fig.26

US 9,368,103 B2

IN BEACH FRAME

CONVERT GROUP DELAY WITH sin AND oo

o TTTNIOTTTR O
o8 BUNCTIONS

(TC REMOVE DISCONTINUITY DUE TO

!

1-4300 Hz WITH TWO~DIMENS

PILTER ALL PRAMES IN FREQUENCY BAND OF
NAL LOW-PASS FILTER

}

Wi tan™ FUNCTION IN

UP DEEAY TO ORLGINAL STATH

FOPRAME

-~ 811028

-8T102¢




US 9,368,103 B2

Sheet 23 of 29

Jun. 14, 2016

U.S. Patent

8 AYFTEC

s.2 Bra

g.2 bryg

v.Z Bra



US 9,368,103 B2

Sheet 24 of 29

Jun. 14, 2016

U.S. Patent

3

e

L

ST

Agz bra

gz " bta

age brg

PSR EAEE



U.S. Patent

Jun. 14, 2016 Sheet 25 of 29

Fig.29

US 9,368,103 B2

/‘/

T N

Falk SN AN

P

2\1._;

PRECUENCY

SPECTRAL ENVELOPE AND GROUP DELAY

— 1044

Fo FOR SYNTHESIS)
MULTIFLY GROUP DELAY BY
FUNDAMENTAL PERICD AS MULTIPLIER
CONVERT GROUP DELA’ F SPECTRUM

T

104D

WINDOW UNIT WAVEFORM TO CONVERT GAUSSIAN
TO HANNIMNG
DIVIDE HANNING WINDOW (3YS
AV ING

a2

NTHESIS
e

i

YWY
4 FUNDAME) 3
SSIAN WINDOW {(ANALYSIS WInDomW
UGED TN ANALYSIS
{ONLY AT TIME WEEN GAU

SSL«l WINDOW IS NGT ZERO)

'N'}'IN’}' L F
i GAUSSIAN NOISE
<'N"")T'T“F’ ™ Tm‘\ OT’””“ SETMENT

10

TEY




U.S. Patent

¥

i
A

d

8

i

K9]

B

Jun. 14, 2016 Sheet 26 of 29

Fig.30

DOV ORI
£k ""unu- .‘;P‘\ A <u

-.

i
Eis

US 9,368,103 B2

ey

A

e ,«,I;..mrp
AL

8

JELOE
HVE]




US 9,368,103 B2

Sheet 27 of 29

Jun. 14, 2016

U.S. Patent

Fig.31

= LOPE

daNy

B
Y

NS T
N

2

D
i

{

R




U.S. Patent Jun. 14,2016 Sheet 28 of 29 US 9,368,103 B2

Fig.32

ANALYSIS RESULT OF NATURAL SOUND

e

g 0.1 02 03 84 65




U.S. Patent Jun. 14,2016 Sheet 29 of 29 US 9,368,103 B2

WAVERORM OF STNGTING

Fig.334

Ty

R

B LINE}

Fig.33B



US 9,368,103 B2

1
ESTIMATION SYSTEM OF SPECTRAL
ENVELOPES AND GROUP DELAYS FOR
SOUND ANALYSIS AND SYNTHESIS, AND
AUDIO SIGNAL SYNTHESIS SYSTEM

TECHNICAL FIELD

The present invention relates to an estimation system of
spectral envelopes and group delays, and to an audio signal
synthesis system.

BACKGROUND ART

Many studies have been made on estimation of spectral
envelopes, but estimating an appropriate envelope is still dif-
ficult. There have been some studies on application of group
delays to sound synthesis, and such application needs time
information called pitch marks.

For example, source-filter analysis (Non-Patent Document
1) is an important way to deal with human sounds (singing
and speech) and instrumental sounds. An appropriate spectral
envelope obtained from an audio signal (an observed signal)
can be useful in a wide application such as high-accuracy
sound analysis and high-quality sound synthesis and trans-
formation. If phase information (group delays) can appropri-
ately be estimated in addition to an estimated spectral enve-
lope, naturalness of synthesized sounds can be improved.

In the field of sound analysis, great importance has been
put on amplitude spectrum information, but little focus on
phase information (group delays). In sound synthesis, how-
ever, the phase plays an important role for perceived natural-
ness. In sinusoidal synthesis, for example, if an initial phase is
shifted from natural utterance more than 7t/8, perceived natu-
ralness is known to be reduced monotonically according to
the magnitude of shifting (Non-Patent Document 2). Also, in
sound analysis and synthesis, the minimum phase response is
known to have better naturalness than the zero-phase
response in obtaining an impulse response from a spectral
envelope to define a unit waveform (a waveform for one
period) (Non-Patent Document 3). Further, there have been
studies on phase control of unit waveform for improved natu-
ralness (Non-Patent Document 4).

Further, many studies have been made on signal modeling
for high-quality synthesis and transformation of audio sig-
nals. Some of the studies do not use supplemental informa-
tion, some of them are accompanied by F0 estimation as
supplemental information, and others need phoneme labels.
As atypical technique, the Phase Vocoder (Non-Patent Docu-
ments 5 and 6) deals with input signals in the form of power
spectrogram on the time-frequency domain. This technique
enables temporal expansion and contraction of periodic sig-
nals, but suffers from reduced quality due to aperiodicity and
F0 fluctuation.

In addition, LPC (Linear Predictive Coding) analysis
(Non-Patent Documents 7 and 8) and cepstrum are widely
known as conventional techniques for spectral envelope esti-
mation. Various modifications and combinations of these
techniques have been proposed (Non-Patent Documents 9 to
13). Since the contour of the envelope is determined by the
order of analysis in LPC or cepstrum, the envelope cannot
appropriately be represented in some order of analysis.

In PSOLA (Pitch Synchronized Overlap-Add) (Non-
Patent Documents 1 and 14) known as a conventional
F0-adaptive analysis technique, estimated FO is used as
supplemental information. Time-domain waveforms are cut-
out as unit waveforms based on pitch marks, and the unit
waveforms thus cut out are overlap-added in a fundamental
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period. This technique can deal with changing FO0 and stored
phase information helps provide high-quality sound synthe-
sis. This technique still has problems such as difficult pitch
mark allocation as well as FO change and reduced quality of
non-stationary sound.

Also in sinusoidal models of voice and music signals (Non-
Patent Documents 15 and 16), F0 estimation is used for mod-
eling the harmonic structure. Many extensions of these mod-
els have been proposed such as modeling of harmonic
components and broadband components (noise, etc.) (Non-
Patent Documents 17 and 18), estimation from the spectro-
gram (Non-Patent Document 19), iterative estimation of
parameters (Non-Patent Documents 20 and 21), estimation
based on quadratic interpolation (Non-Patent Document 22),
improved temporal resolution (Non-Patent Document 23),
estimation of non-stationary sounds (Non-Patent Documents
24 and 25), and estimation of overlapped sounds (Non-Patent
Document 26). Most of these sinusoidal models can provide
high-quality sound synthesis since they use phase estimation,
and some of them has high temporal resolution (Non-Patent
Documents 23 and 24).

STRAIGHT, a system (VOCODER) based on source-filter
analysis incorporates F0-adaptive analysis and is widely used
in the speech research community throughout the world for its
high-quality sound analysis and synthesis. In STRAIGHT,
the spectral envelope can be obtained with periodicity being
removed from an input audio signal by F0-adaptive smooth-
ing and other processing. The system provides high-quality
and has high temporal resolution. Extensions of this system
are TANDEM STRAIGHT (Non-Patent Document 28)
which eliminates temporal fluctuations by use of tandem
windows, emphasis placed on spectral peaks (Non-Patent
Document 29), and fast calculation (Non-Patent Document
30). In the STRAIGHT system and these extensions, the
following techniques, for example, are introduced to attempt
to improve naturalness of synthesized sounds: the mixed
mode excitation with Gaussian noise convoluted with non-
periodic components (defined as components which cannot
be represented by the sum of harmonics or response driven by
periodic pulse trains) without estimating the original phase,
and the group delay randomization in the high frequency
range. However, the standards for phase manipulation have
not been established. Further, excitation extraction (Non-
Patent Document 31) extracts excitation signals by deconvo-
Iution of the original audio signal and impulse response wave-
forms of the estimated envelope. It cannot be said that this
technique efficiently represents the phase and it is difficult to
apply the technique to interpolation and conversion. Some
studies on sound analysis and synthesis (Non-Patent Docu-
ments 32 and 33), which estimate and smooth group delays,
need pitch marks.

In addition to the foregoing studies, there are some studies
such as Gaussian mixture modeling (GMM) of the spectral
envelope, STRAIGHT spectral envelope modeling (Non-
Patent Document 34), and formulated joint estimation of F0
and spectral envelope (Non-Patent Document 35).

Common problems to the studies described so far are: the
analysis is limited by local observation and only the harmonic
structure (frequency components of integer multiple of F0) is
modeled, and transfer functions between adjacent harmonics
can be obtained only with interpolation.

Further, some studies utilize phoneme labels as supple-
mental information. For example, attempts have been made to
estimate a true envelope by integrating spectra at different FO
(different frames) using the same phoneme as the time of
analysis for the purpose of estimating unobservable envelope
components between harmonics (Non-Patent Documents 36
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through 38). One of such studies is directed not to a single
sound but to vocal in a music audio signal (Non-Patent Docu-
ment 39). This study assumes that the same phoneme has a
similar vocal tract shape. In this case, accurate phoneme
labels are required. Furthermore, if target sound such as sing-
ing voice fluctuates largely depending upon the context, it
may lead to excessive smoothing.

JP10-97287A (Patent Document 1) discloses an invention
comprising the steps of: convoluting a phase adjusting com-
ponent with a random number and band limit function on the
frequency domain to obtain a band limited random number;
multiplying a target value of delay time fluctuation by the
band limited random number to obtain group delay charac-
teristics; calculating an integral of the group delays with
frequency to obtain phase characteristics; and multiplying the
phase characteristics by an imaginary unit to obtain an expo-
nent of exponential function, thereby obtaining phase adjust
components.

RELATED ART DOCUMENTS
Patent Document
Patent Document 1: JP10-97287A
Non-Patent Documents

Non-Patent Document 1: Zolzer, U. and Amatriain, X.,
“DAFX—Digital Audio Effects”, Wiley (2002).

Non-Patent Document 2: Ito, M. and Yano, M., “Perceptual
Naturalness of Time-Scale Modified Speech”, IEICE (The
Institute of Electronics, Information and Communication
Engineer) Technical Report EA, pp. 13-18 (2008).

Non-Patent document 3: Matsubara, T., Morise, M. and
Nishiura, T, “Perceptual Effect of Phase Characteristics of the
Voiced Sound in High-Quality Speech Synthesis™, Acoustical
Society of Japan, Technical Committee of Psychological and
Physiological Acoustics Papers, Vol. 40, No. 8, pp. 653-658
(2010).

Non-Patent Document 4: Hamagami, T., “Speech Synthe-
sis Using Source Wave Shape Modification Technique by
Harmonic Phase Control”, Acoustical Society of Japan, Jour-
nal, Vol. 54, No. 9, pp. 623-631 (1998).

Non-Patent Document 5: Flanagan, J. and Golden, R.,
“Phase Vocoder, Bell System Technical Journal”, Vol. 45, pp.
1493-1509 (1966).

Non-Patent Document 6: Griffin, D. W., “Multi-Band
Excitation Vocoder, Technical report (Massachusetts institute
of Technology”, Research Laboratory of Electronics) (1987).

Non-Patent Document 7: Itakura, F. and Saito, S., “Analy-
sis Synthesis Telephony based on the Maximum Likelihood
Method”, Reports of the 6th Int. Cong. on Acoust., vol. 2, no.
C-5-5, pp. C17-20 (1968).

Non-Patent Document 8: Atal, B. S. and Hanauer, S.,
“Speech Analysis and Synthesis by Linear Prediction of the
Speech Wave”, J. Acoust. Soc. Am., Vol. 50, No. 4, pp. 637-
655 (1971).

Non-Patent Document 9: Tokuda, K., Kobayashi, T.,
Masuko, T. and Imai, S., “Melgeneralized Cepstral Analy-
sis—A Unified Approach to Speech Spectral Estimation”,
Proc. ICSLP1994, pp. 1043-1045 (1994).

Non-Patent Document 10: Imai, S., and Abe, Y., “Spectral
Envelope Extraction by Improved Cepstral Method”, IEICE,
Journal, Vol. J62-A, No. 4, pp. 217-223 (1979).

Non-Patent Document 11: Robel, A. and Rodet, X., “Effi-
cient Spectral Envelope Estimation and Its Application to
Pitch Shifting and Envelope Preservation”, Proc. DAFx2005,
pp. 30-35 (2005).
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Non-Patent Document 12: Villavicencio, F., Robel, A. and
Rodet, X., “Extending Efficient Spectral Envelope Modeling
to  Mel-frequency Based Representation”,  Proc.
ICASSP2008, pp. 1625-1628 (2008).

Non-Patent Document 13: Villavicencio, F., Robel, A. and
Rodet, X., “Improving LPC Spectral Envelope Extraction of
Voiced Speech by True-Envelope Estimation”, Proc.
ICASSP2006, pp. 869-872 (2006).

Non-Patent Document 14: Moulines, E. and Charpentier,
F., “Pitch-synchronous Waveform Processing Techniques for
Text-to-speech Synthesis Using Diphones”, Speech Commu-
nication, Vol. 9, No. 5-6, pp. 453-467 (1990).

Non-Patent Document 15: McAulay, R. and T. Quatieri,
“Speech Analysis/Synthesis Based on A Sinusoidal Repre-
sentation”, IEEE Trans. ASSP, Vol. 34, No. 4, pp. 744-755
(1986).

Non-Patent Document 16: Smith, J. and Serra, X.,
“PARSHL: An Analysis/Synthesis Program for Non-har-
monic Sounds Based on A Sinusoidal Representation”, Proc.
ICMC 1987, pp. 290-297 (1987).

Non-Patent Document 17: Serra, X. and Smith, J., “Spec-
tral Modeling Synthesis: A Sound Analysis/Synthesis Based
on A Deterministic Plus Stochastic Decomposition”, Com-
puter Music Journal, Vol. 14, No. 4, pp. 12-24 (1990).

Non-Patent Document 18: Stylianou, Y., “Harmonic plus
Noise Models for Speech, combined with Statistical Meth-
ods, for Speech and Speaker Modification”, Ph.D. Thesis,
Ecole NationaleSuperieure des Télécommunications, Paris,
France (1996).

Non-Patent Document 19: Depalle, P. and H’elie, T,
“Extraction of Spectral Peak Parameters Using a Short-time
Fourier Transform Modeling and No Sidelobe Windows”,
Proc. WASPAA1997 (1997).

Non-Patent Document 20: George, E. and Smith, M.,
“Analysis-by-Synthesis/Overlap-Add Sinusoidal Modeling
Applied to The Analysis and Synthesis of Musical Tones”,
Journal of the Audio Engineering Society, Vol. 40, No. 6, pp.
497-515 (1992).

Non-Patent Document 21: Pantazis, Y., Rosec, O. and Styl-
ianou, Y., “Iterative Estimation of Sinusoidal Signal Param-
eters”, IEEE Signal Processing Letters, Vol. 17, No. 5, pp.
461-464 (2010).

Non-Patent Document 22: Abe, M. and Smith III, J. O.,
“Design Criteria for Simple Sinusoidal Parameter Estimation
based on Quadratic Interpolation of FF'T Magnitude Peaks”,
Proc. AES 117th Convention (2004).

Non-Patent Document 23: Bonada, J., “Wide-Band Har-
monic Sinusoidal Modeling”, Proc. DAFx-08, pp. 265-272
(2008).

Non-Patent Document 24: Ito, M. and Yano, M., “Sinusoi-
dal Modeling for Nonstationary Voiced Speech based on a
Local Vector Transform”, J. Acoust. Soc. Am., Vol. 121, No.
3, pp. 1717-1727 (2007).

Non-Patent Document 25: Pavlovets, A. and Petrovsky, A.,
“Robust HNR-based Closed-loop Pitch and Harmonic
Parameters Estimation”, Proc. INTERSPEECH2011, pp.
1981-1984 (2011).

Non-Patent Document 26: Kameoka, H., Ono, N. and
Sagayama, S., “Auxiliary Function Approach to Parameter
Estimation of Constrained Sinusoidal Model for Monaural
Speech Separation”, Proc. ICASSP 2008, pp. 29-32 (2008).

Non-Patent Document 27: Kawahara, H., Masuda-Kat-
suse, 1. and de Cheveigne, A., “Restructuring Speech Repre-
sentations Using a Pitch Adaptive Time-frequency Smooth-
ing and an Instantaneous Frequency Based on F0 Extraction:
Possible Role of a Repetitive Structure in Sounds”, Speech
Communication, Vol. 27, pp. 187-207 (1999).
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Non-Patent Document 28: Kawahara, H., Morise, M.,
Takahashi, T., Nishimura, R., Irino, T. and Banno, H., “Tan-
dem-STRAIGHT: A Temporally Stable Power Spectral Rep-
resentation for Periodic Signals and Applications to Interfer-
ence-free Spectrum, F0, and Aperiodicity Estimation”, Proc.
of ICASSP 2008, pp. 3933-3936 (2008).

Non-Patent Document 29: Akagiri, H., Morise M., Irino,
T., and Kawahara, H., “Evaluation and Optimization of
F0-Adaptive Spectral Envelope Extraction Based on Spectral
Smoothing with Peak Emphasis™, IEICE, Journal Vol. J94-A,
No. 8, pp. 557-567 (2011).

Non-Patent Document 30: Morise, M., Matsubara, T.,
Nakano, K., and Nishiura N., “A Rapid Spectrum Envelope
Estimation Technique of Vowel for High-Quality Speech
Synthesis”, IEICE, Journal Vol. J94-D, No. 7, pp. 1079-1087
(2011).

Non-Patent Document 31: Morise, M.: PLATINUM, “A
Method to Extract Excitation Signals for Voice Synthesis
System”, Acoust. Sci. & Tech., Vol. 33, No. 2, pp. 123-125
(2012).

Non-Patent Document 32: Bannno, H., Jinlin, L., Naka-
mura, S. Shikano, K., and Kawahara, H., “Efficient Repre-
sentation of Short-Time Phase Based on Time-Domain
Smoothed Group Delay”, IEICE, Journal Vol. J84-D-II, No.
4, pp. 621-628 (2001).

Non-Patent Document 33: Bannno, H., Jinlin, L., Naka-
mura, S. Shikano, K., and Kawahara, H., “Speech Manipula-
tion Method Using Phase Manipulation Based on Time-Do-
main Smoothed Group Delay”, IEICE, Journal Vol. J83-D-II,
No. 11, pp. 2276-2282 (2000).

Non-Patent Document 34: Zolfaghari, P., Watanabe, S.,
Nakamura, A. and Katagiri, S., “Bayesian Modelling of the
Speech Spectrum Using Mixture of Gaussians”, Proc.
ICASSP 2004, pp. 553-556 (2004).

Non-Patent Document 35: Kameoka, H., Ono, N. and
Sagayama, S., “Speech Spectrum Modeling for Joint Estima-
tion of Spectral Envelope and Fundamental Frequency”,
IEEE Transactions on Audio, Speech, and L.anguage Process-
ing, Vol. 18, No. 6, pp. 1507-1516 (2010).

Non-Patent Document 36: Akamine, M. and Kagoshima,
T., “Analytic Generation of Synthesis Units by Closed Loop
Training for Totally Speaker Driven Text to Speech System
(TOS Drive TTS)”, Proc. ICSLP1998, pp. 1927-1930 (1998).

Non-Patent Document 37: Shiga, Y. and King, S., “Esti-
mating the Spectral Envelope of Voiced Speech Using Multi-
frame Analysis”, Proc. EUROSPEECH2003, pp. 1737-1740
(2003).

Non-Patent Document 38: Toda, T. and Tokuda, K., “Sta-
tistical Approach to Vocal Tract Transfer Function Estimation
Based on Factor Analyzed Trajectory HMM”, Proc.
ICASSP2008, pp. 3925-3928 (2008).

Non-Patent Document 39: Fujihara, H., Goto, M. and
Okuno, H. G., “A Novel Framework for Recognizing Pho-
nemes of Singing Voice in Polyphonic Music”, Proc.
WASPAA2009, pp. 17-20 (2009).

SUMMARY OF INVENTION
Technical Problem

Several conventional methods of estimating spectral enve-
lopes and group delays assume that additional information
such as pitch marks and phoneme transcriptions (phoneme
labels) are available. Here, a pitch mark is time information
indicating a driving point of a waveform (and time of analy-
sis) for analysis synchronized with fundamental frequency.
The time of excitation of a glottal sound source or the time at
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6

which amplitude is large in a fundamental period is used for
a pitch mark. Such conventional methods require a large
amount of information for analysis. In addition, improve-
ments of applicability of estimated spectral envelopes and
group delays are limited.

Accordingly, an object of the present invention is to pro-
vide an estimation system and an estimation method of spec-
tral envelopes and group delays for sound analysis and syn-
thesis, whereby spectral envelopes and group delays can be
estimated from an audio signal with high accuracy and high
temporal resolution for high-accuracy analysis and high-
quality synthesis of voices (singing and speech).

Another object of the present invention is to provide a
synthesis system and a synthesis method of an audio signal
with higher synthesis performance than ever.

A further object of the present invention is to provide a
computer-readable recording medium recorded with a pro-
gram for estimating spectral envelopes and group delays for
sound analysis and synthesis and a program for audio signal
synthesis.

Solution to Problem

An estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to the
present invention comprises at least one processor operable to
function as a fundamental frequency estimation section, an
amplitude spectrum acquisition section, a group delay extrac-
tion section, a spectral envelope integration section, and a
group delay integration section. The fundamental frequency
estimation section estimates FOs from an audio signal at all
points of time or at all points of sampling. The amplitude
spectrum acquisition section divides the audio signal into a
plurality of frames, centering on each point of time or each
point of sampling, by using a window having a window length
changing or varying with F0 (fundamental frequency) at each
point of time or each point of sampling, and performs Dis-
crete Fourier Transform (DFT) analysis on the plurality of
frames of the audio signal. Thus, the amplitude spectrum
acquisition section acquires amplitude spectra at the respec-
tive frames. The group delay extraction section extracts group
delays as phase frequency differentials at the respective
frames by performing a group delay extraction algorithm
accompanied by DFT analysis on the plurality of frames of
the audio signal. The spectral envelope integration section
obtains overlapped spectra at a predetermined time interval
by overlapping the amplitude spectra corresponding to the
frames included in a certain period which is determined based
on a fundamental period of F0. Then, the spectral envelope
integration section averages the overlapped spectra to
sequentially obtain a spectral envelope for sound synthesis.
The group delay integration section selects a group delay
corresponding to a maximum envelope for each frequency
component of the spectral envelope from the group delays at
apredetermined time interval, and integrates the thus selected
group delays to sequentially obtain a group delay for sound
synthesis. According to the present invention, the overlapped
spectra are obtained from amplitude spectra of the respective
frames. Then, a spectral envelope for sound synthesis is
sequentially obtained from the overlapped spectra thus
obtained. From a plurality of group delays, a group delay is
selected, corresponding to the maximum envelope of each
frequency component of the spectral envelope. Group delays
thus selected are integrated to sequentially obtain a group
delay for sound synthesis. The spectral envelope for sound
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synthesis thus estimated has high accuracy. The group delay
for sound synthesis thus estimated has higher accuracy than
ever.

In the fundamental frequency estimation section, voiced
segments and unvoiced segments are identified in addition to
the estimation of F0s, and the unvoiced segments are inter-
polated with F0 values of the voiced segments or predeter-
mined values are allocated to the unvoiced segments as F0.
With this, spectral envelopes and group delays can be esti-
mated in unvoiced segments in the same manner as in the
voiced segments.

In the spectral envelope integration section, the spectral
envelope for sound synthesis may be obtained by arbitrary
methods of averaging the overlapped spectra. For example, a
spectral envelope for sound synthesis may be obtained by
calculating a mean value of the maximum envelope and the
minimum envelope of the overlapped spectra. Alternatively, a
median value of the maximum envelope and the minimum
envelope of the overlapped spectra may be used as a mean
value to obtain a spectral envelope for sound synthesis. In this
manner, a more appropriate spectral envelope can be obtained
even if the overlapped spectra greatly fluctuate.

Preferably, the maximum envelope is transformed to fill in
valleys of the minimum envelope and a transformed mini-
mum envelope thus obtained is used as the minimum enve-
lope in calculating the mean value. The minimum enveloper
thus obtained may increase the naturalness of hearing impres-
sion of synthesized sounds.

Preferably in the spectral envelope integration section, the
spectral envelope for sound synthesis is obtained by replacing
amplitude values of the spectral envelope of frequency bins
under F0O with a value of the spectral envelope at F0. This is
because the estimated spectral envelope of frequency bins
under F0 is unreliable. In this manner, the estimated spectral
envelope of frequency bins under FO becomes reliable,
thereby increasing the naturalness of hearing impression of
the synthesized sounds.

A two-dimensional low-pass filter may be used to filter the
replaced spectral envelope. Filtering can remove noise from
the replaced spectral envelope, thereby furthermore increas-
ing the naturalness of hearing impression of the synthesized
sounds.

In the group delay integration section, it is preferred to
store by frequency the group delays in the frames correspond-
ing to the maximum envelopes for respective frequency com-
ponents of the overlapped spectra, to compensate a time-shift
of analysis of the stored group delays, and to normalize the
stored group delays for use in sound synthesis. This is
because the group delays spread along the time axis or in a
temporal direction (at a time interval) according to a funda-
mental period corresponding to F0. Normalizing the group
delays along the time axis may eliminate effects of FO and
obtain group delays transformable according to F0 at the time
of resynthesizing.

Also in the group delay integration section, it is preferred to
obtain the group delay for sound synthesis by replacing val-
ues of group delay of frequency bins under F0 with a value of
the group delay at F0. This is because the estimated group
delays of frequency bins under FO are unreliable. In this
manner, the estimated group delays of frequency bins under
FO0 become reliable, thereby increasing the naturalness of
hearing impression of the synthesized sounds.

Further, in the group delay integration section, it is pre-
ferred to smooth the replaced group delays for use in sound
synthesis. It is convenient for sound analysis and synthesis if
the values of group delays change continuously.
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Preferably, in smoothing the replaced group delays for use
in sound synthesis, the replaced group delays are converted
with sin function and cos function to remove discontinuity
due to the fundamental period; the converted group delays are
subsequently filtered with a two-dimensional low-pass filter;
and then the filtered group delays are converted to an original
state with tan™' function for use in sound synthesis. It is
convenient for two-dimensional low-pass filtering if the
group delays are converted with sin function and cos function.

An audio signal synthesis system according to the present
invention comprises at least one processor operable to func-
tion as a reading section, a conversion section, a unit wave-
form generation section, and a synthesis section. The reading
section reads out, in a fundamental period for sound synthe-
sis, the spectral envelopes and group delays for sound syn-
thesis from a data file of the spectral envelopes and group
delays for sound synthesis that have been estimated by the
estimation system of spectral envelopes and group delays for
sound analysis and synthesis according to the present inven-
tion. Here, the fundamental period for sound synthesis is a
reciprocal of the fundamental frequency for sound synthesis.
The spectral envelopes and group delays, which have been
estimated by the estimation system, have been stored at a
predetermined interval in the data file. The conversion section
converts the read-out group delays into phase spectra. The
unit waveform generation section generates unit waveforms
based on the read-out spectral envelopes and the phase spec-
tra. The synthesis section outputs a synthesized audio signal
obtained by performing overlap-add calculation on the gen-
erated unit waveforms in the fundamental period for sound
synthesis. The sound synthesis system according to the
present invention can generally reproduce and synthesize the
group delays and attain high-quality naturalness of the syn-
thesized sounds.

The audio signal synthesis system according to the present
invention may include a discontinuity suppression section
which suppresses an occurrence of discontinuity along the
time axis in a low frequency range of the read-out group
delays before the conversion section converts the read-out
group delays. Providing the discontinuity suppression section
may furthermore increase the naturalness of synthesis quality.

The discontinuity suppression section is preferably config-
ured to smooth group delays in the low frequency range after
adding an optimal offset to the group delay for each voiced
segment and re-normalizing the group delay. Smoothing in
this manner may eliminate unstableness of the group delays
in a low frequency range. It is preferred in smoothing the
group delays to convert the read-out group delays with sin
function and cos functions, to subsequently filter the con-
verted group delays with a two-dimensional low-pass filter,
and then to convert the filtered group delays to an original
state with tan™* function for use in sound synthesis. Thus,
two-dimensional low-pass filtering is enabled, thereby facili-
tating the smoothing.

Further, the audio signal synthesis system according to the
present invention preferably includes a compensation section
which multiplies the group delays by the fundamental period
for sound synthesis as a multiplier coefficient after the con-
version section converts the group delays or before the dis-
continuity suppression section suppresses the discontinuity.
With this, it is possible to normalize the group delays which
spread along the time axis (at a time interval) according to the
fundamental period corresponding to F0, thereby obtaining
more accurate phase spectra.

The synthesis section is preferably configured to convert an
analysis window into a synthesis window and perform over-
lap-add calculation in the fundamental period on compen-
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sated unit waveforms obtained by windowing the unit wave-
forms by the synthesis window. The unit waveforms
compensated with such synthesis window may increase the
naturalness of hearing impression of the synthesized sounds.

An estimation method of spectral envelopes and group
delays according to the present invention is implemented on
at least one processor to execute a fundamental frequency
estimation step, an amplitude spectrum acquisition step, a
group delay extraction step, a spectral envelope integration
step, and a group delay integration step. In the fundamental
frequency estimation step, F0s are estimated from an audio
signal at all points of time or at all points of sampling. In the
amplitude spectrum acquisition step, the audio signal is
divided into a plurality of frames, centering on each point of
time or each point of sampling, by using a window having a
window length changing or varying with F0 at each point of
time or each point of sampling; Discrete Fourier Transform
(DFT) analysis is performed on the plurality of frames of the
audio signal; and amplitude spectra are thus acquired at the
respective frames. In the group delay extraction step, group
delays are extracted as phase frequency differentials at the
respective frames by performing a group delay extraction
algorithm accompanied by DFT analysis on the plurality of
frames of the audio signal. In the spectral envelope integra-
tion step, overlapped spectra are obtained at a predetermined
time interval by overlapping the amplitude spectra corre-
sponding to the frames included in a certain period which is
determined based on a fundamental period of F0; and the
overlapped spectra are averaged to sequentially obtain a spec-
tral envelope for sound synthesis. In the group delay integra-
tion step, a group delay is selected, corresponding to the
maximum envelope for each frequency component of the
spectral envelope from the group delays at a predetermined
time interval, and the thus selected group delays are inte-
grated to sequentially obtain a group delay for sound synthe-
sis.

A program for estimating spectral envelopes and group
delays for sound analysis and synthesis adapted to implement
the above-mentioned method on a computer is recorded in a
non-transitory computer-readable recording medium.

An audio signal synthesis method according to the present
invention is implemented on at least one processor to execute
areading step, a conversion step, a unit waveform generation
step, and a synthesis step. In the reading step, the spectral
envelopes and group delays for sound synthesis are read out,
in a fundamental period for sound synthesis, from a data file
of the spectral envelopes and group delays for sound synthe-
sis that have been estimated by the estimation method of
spectral envelopes and group delays according to the present
invention. Here, the fundamental period for sound synthesis
is a reciprocal of the fundamental frequency for sound syn-
thesis, and the spectral envelopes and group delays that have
been estimated by the estimation method according to the
present invention have been stored at a predetermined interval
in the data file. In the conversion step, the read-out group
delays are converted into phase spectra. In the unit waveform
generation step, unit waveforms are generated based on the
read-out spectral envelopes and the phase spectra. In the
synthesis step, a synthesized audio signal, which has been
obtained by performing overlap-add calculation on the gen-
erated unit waveforms in the fundamental period for sound
synthesis, is output.

A program for audio signal synthesis adapted to implement
the above-mentioned audio signal synthesis method on a
computer is recorded in a non-transitory computer-readable
recording medium.
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BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing a basic configuration of
an embodiment of an estimation system of spectral envelopes
and group delays for sound analysis and synthesis and an
audio signal synthesis system according to the present inven-
tion.

FIGS. 2A, 3B, and 2C respectively show a waveform of a
singing voice signal, a spectral envelope thereof, and (nor-
malized) group delay in a relation manner.

FIG. 3 is a flowchart showing a basic algorithm of a com-
puter program used to implement the present invention on a
computer.

FIG. 4 schematically illustrates steps of estimating spectral
envelopes for sound synthesis.

FIG. 5 schematically illustrates steps of estimating group
delays for sound synthesis.

FIG. 6 illustrates overlapped frames windowed by Gauss-
ian windows having a F0-dependent time constant (in the
top), their corresponding spectra (in the middle), and their
corresponding group delays (in the bottom).

FIG. 7 illustrates an estimated spectral envelope obtained
by F0-adaptive multi-frame integration analysis and an
amplitude range thereof.

FIG. 8 illustrates a waveform of singing voice and its
F0-adaptive spectrum (in the top), its close-up view (in the
middle), and a temporal contour at frequency of 645.9961 Hz
(in the bottom).

FIG. 9 shows steps ST50 through ST57 of obtaining a
spectral envelope SE at step ST5, multi-frame integration
analysis of FIG. 3.

FIG. 10 illustrates an integration process.

FIGS. 11A to 11C schematically illustrate estimated spec-
tral envelopes as a mean value of the maxima and minimum
envelopes.

FIG. 12 illustrates temporal contours of a spectrum
obtained by the multi-frame integration analysis and a spec-
trum filtered with a two-dimensional low-pass filter.

FIGS. 13A and 13B respectively illustrate a maximum
envelope and a group delay corresponding to the maximum
envelope.

FIGS. 14A and 14B respectively illustrate a waveform of
singing voice and its F0-adaptive spectrum and group delay
corresponding to the maximum envelope.

FIG. 15 is a flowchart showing an example algorithm of a
computer program used to obtain a group delay GD for sound
synthesis from F0-adaptive group delays.

FIG. 16 sows an algorithm of normalization.

FIGS. 17A to 17D illustrate various states of group delay in
normalization steps.

FIG. 18 illustrates an algorithm of smoothing.

FIG. 19 is a flowchart showing an example algorithm of a
computer program used to implement an audio signal synthe-
sis system according to the present invention.

FIG. 20 shows a part of waveforms for explanation of audio
signal synthesis steps.

FIG. 21 shows the remaining part of the waveforms for
explanation of the audio signal synthesis steps.

FIG. 22 shows an algorithm of a program for suppressing
an occurrence of discontinuity along the time axis in a low
frequency range.

FIG. 23 shows an algorithm of a program for updating the
group delay.

FIG. 24 illustrates group delay updating.

FIG. 25 illustrates group delay updating.

FIG. 26 is a flowchart showing an example algorithm of
smoothing in a low frequency range.
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FIGS. 27A 10 27C illustrate a part of an example smoothing
process in step ST102B.

FIGS. 28D to 28F illustrate the remaining part of the
example smoothing process in step ST102B.

FIG. 29 is a flowchart showing a detailed algorithm of step
ST104.

FIG. 30 illustrates comparison between a spectrogram
according to the present invention (in the top) and a
STRAIGHT spectrogram (in the middle), and their respective
spectral envelopes at time 0.4 sec (in the bottom).

FIG. 31 illustrates comparison between a spectral envelope
generated by a cascade-type Klatt synthesizer and spectral
envelopes estimated by the method according to the present
invention and by the conventional method.

FIG. 32 illustrates analysis results of resynthesized sound
according to the present invention.

FIGS. 33A and 33B respectively illustrate a waveform of
singing voice and its F0-adaptive spectral envelope and group
delays corresponding to the maximum envelope peak in a
relation manner.

DESCRIPTION OF EMBODIMENTS

Now, embodiments of the present invention will be
described below in detail. FIG. 1 is a block diagram showing
a basic configuration of an embodiment of an estimation
system of spectral envelopes and group delays for sound
analysis and synthesis and an example audio signal synthesis
system according to the present invention. In one embodi-
ment of the present invention, the estimation system 1 of
spectral envelopes and group delays comprises a memory 13
and at least one processor operable to function as a funda-
mental frequency estimation section 3, an amplitude spec-
trum acquisition section 5, a group delay extraction section 7,
a spectral envelope integration section 9, and a group delay
integration section 11. A computer program installed in the
processor causes the processor to operate as the above-men-
tioned sections. The audio signal synthesis system 2 com-
prises at least one processor operable to function as a reading
section 15, a conversion section 17, a unit waveform genera-
tion section 19, a synthesis section 21, a discontinuity sup-
pression section 23, and a compensation section 25. A com-
puter program installed in the processor causes the processor
to operate as the above-mentioned sections.

The estimation system 1 of spectral envelopes and group
delays estimates a spectral envelope for sound synthesis as
shown in FIG. 2B and a group delay for synthesis as phase
information as shown in FIG. 2C from an audio signal (a
waveform of singing) as shown in FIG. 2A. In FIGS. 2B and
2C, a lateral axis is time and a longitudinal axis is frequency,
and the amplitude of a spectral envelope and the relative
magnitude of a group delay at a certain time and frequency are
indicated with different colors and gray scales. FIG. 3 is a
flowchart showing a basic algorithm of a computer program
used to implement the present invention on a computer. FIG.
4 schematically illustrates steps of estimating spectral enve-
lopes for sound synthesis. FIG. 5 schematically illustrates
steps of estimating group delays for sound synthesis.
[Estimation of Spectral Envelopes and Group Delays]

In this embodiment of the present invention, first, a method
of obtaining spectral envelopes and group delays for sound
synthesis will briefly be described below. FIG. 6 illustrates
spectral envelopes and group delays obtained from wave-
forms in a plurality of frames and their corresponding short-
term Fourier Transform (STFT) results. As shown in FIG. 6,
there is a valley in one frame and the valley is filled in another
frame. This suggests that stable spectral envelopes can be
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obtained by integrating these STFT results. From the fact that
the peak of group delay (far from the time of analysis) corre-
sponds to the valley of the spectrum, it can be known that a
smooth envelope cannot be obtained merely by using a single
window. Then, in this embodiment, the audio signal is divided
into a plurality of frames, centering on each point of time or
each point of sampling, using windows having a window
length changing according to FO0s at all points of time or all
points of sampling. Also in this embodiment, it is assumed
that an estimated spectral envelope for sound synthesis
should exist in a range between the maximum and minimum
envelopes of overlapped spectra as described later. First, the
maximum value (the maximum envelope) and the minimum
value (the minimum envelope) are calculated. Here, it is noted
that a smooth envelope along the time axis cannot be obtained
merely by manipulating the maximum and minimum enve-
lopes since the envelope depicts a step-like contour according
to F0. Therefore, the envelope is smoothed. Finally, the spec-
tral envelope for sound synthesis is obtained as a mean of the
maximum and minimum envelopes. At the same time, the
range between the maximum and minimum envelopes is
stored as amplitude ranges for spectral envelopes (see FIG.
7). A value corresponding to the maximum envelope is used
as an estimated group delay in order to represent the most
resonating time.

In this embodiment of the estimation system 1 of spectral
envelopes and group delays according to the present inven-
tion (see FIG. 1) that executes the method of the present
invention, the fundamental frequency estimation section 3
receives an audio signal (singing and speech without accom-
paniment and high noise) as an input (at step ST1 of FIG. 3)
and estimates F0s at all points of time or all points of sampling
based on the input audio signal. In this embodiment, estima-
tion is performed in units of 1/44100 seconds. At the same
time with the estimation, voiced segments and unvoiced seg-
ments are identified (in step ST2 of FIG. 3). In the identifica-
tion, a threshold of periodicity, for example, is specified and
a segment is identified as a voiced segment and distinguished
from an unvoiced segment if the segment has a higher peri-
odicity than the threshold. An appropriate constant value of
F0 may be allocated to an unvoiced segment. Alternatively,
F0s are allocated to unvoiced segments by linear interpolation
such that neighborhood voiced segments are connected.
Thus, the fundamental frequencies are not disconnected. A
method described in Non-Patent Document 27 or the like, for
example, may be used for pitch estimation. It is preferred to
estimate FO with as high accuracy as possible.

The amplitude spectrum acquisition section 5 performs
F0-adaptice analysis as shown in step ST3 of FIG. 3 and
acquires an F0-adaptive spectrum (an amplitude spectrum) as
shown in step ST4 of FIG. 3. The amplitude spectrum acqui-
sition section 5 divides the audio signal into a plurality of
frames, centering on each point of time or each point of
sampling, using windows having a window length changing
according to F0s at all points of time or all points of sampling.

Specifically, in this embodiment, a Gaussian window w(T)
of formula (1) with the window length changing according to
F0is used for windowing as shown in FIG. 4. Thus, frames X1
to Xn are obtained by dividing the waveform of the audio
signal in units of time. Here, o(t) is the standard deviation
determined by the fundamental frequency, FO(t) at time t of
analysis. The Gaussian window is normalized by the root
means square (RMS) value calculated with N defined as the
FFT length.
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(Formula (1))

o 1
(o) = o(T) (D
N-1
(/MY o)
=0
N ( = ] 2
(7) = exp| 0P
11 3
o) = m X 3

The Gaussian window of o(t)='4xF0(t)) means that the
analysis window length corresponds to two fundamental peri-
ods, (2x30(t)=2/F0(t)). This window length is also used in
PSOLA analysis and is known to give a good approximation
of'the local spectral envelope (refer to Non-Patent Document
1).

Next, the amplitude spectrum acquisition section 5 per-
forms Discrete Fourier Transform (DFT) including Fast Fou-
rier Transform (FFT) analysis on the divided frames X1 to Xn
of the audio signal. Thus, the amplitude spectra Y1 to Yn of
the respective frames X1 to Xn are obtained. FIG. 8 illustrates
F0-adaptive analysis results. The amplitude spectra thus
obtained include F0-related fluctuations along the time axis.
The peaks appear, being slightly shifted along the time axis
according to the frequency band. Herein, this is called as
F0-adaptive spectrum. FIG. 8 illustrates a waveform of sing-
ing voice (in the top row), a F0-adaptive spectrum thereof (in
the second row), and close-up views of the upper figure (in the
third to fifth rows), showing the temporal contour at fre-
quency of 645.9961 Hz.

The amplitude spectrum acquisition section 5 performs
F0-adaptive analysis as shown in step ST3 of FIG. 3, and
acquires F0-adaptive spectra (amplitude spectra) as shown in
step ST4 of FIG. 3. The amplitude spectrum acquisition sec-
tion 5 divides the audio signal into a plurality of frames,
centering on each point of time or each point of sampling,
using windows having a window length changing according
to FOs at all points of time or all points of sampling. In this
embodiment, windowing is performed using a Gaussian win-
dow with its window length changing according to FO as
shown in FIGS. 4 and 5. Thus, frames X1 to Xn are obtained
by dividing the waveform of the audio signal in units of time.
Of course, F0-adaptive analysis may be performed both in the
amplitude spectrum acquisition section 5 and the group delay
extraction section 7. The group delay extraction section 7
executes a group delay extraction algorithm accompanied by
Discrete Fourier Transform (DFT) analysis on the frames X1
to Xn of the audio signal. Then, the group delay extraction
section 7 extracts group delays Z1 to Zn as phase frequency
differentials in the respective framesX1to Xn. An example of
group delay extraction algorithm is described in detail in
Non-Patent Documents 32 and 33.

The spectral envelope integration section 9 overlaps a plu-
rality of amplitude spectra corresponding to the plurality of
frames included in a certain period, which is determined
based on the fundamental period (1/F0) of F0, at a predeter-
mined interval, namely, in a discrete time of spectral envelope
(at an interval of 1 ms in this embodiment). Thus, overlapped
spectra are obtained. Then, a spectral envelope SE for sound
synthesis is sequentially obtained by averaging the over-
lapped spectra. FIG. 9 shows steps ST50 through ST57 of
obtaining a spectral envelope SE at step ST5, multi-frame
integration analysis of FIG. 3. Steps ST51 through ST57
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included in step ST50 are performed every 1 ms. Step ST52 is
performed to obtain a group delay GD for sound synthesis as
described later. At step ST51, the maximum envelope is
selected from the overlapped spectra obtained by overlapping
amplitude spectra (F0-adaptive spectra) for the frames
included in the range before and after the time t of analysis,
-1/(2xF0) to 1/(2xF0). In FIG. 10, portions where the ampli-
tude spectrum becomes the highest are indicated in dark color
at each frequency of the amplitude spectra for the frames
included in the range of —1/(2xF0) to 1/(2xF0) before and
after the time t of analysis in order to obtain the maximum
envelope from the overlapped spectra obtained by overlap-
ping the amplitude spectra for the frames in the range of
-1/(2xF0) to 1/(2xF0). Here, the maximum envelope is
obtained from connecting the highest amplitude portions of
each frequency. At step ST52, group delays corresponding to
the frames, in which the amplitude spectrum is selected as the
maximum envelope at step ST51, are stored by frequency.
Namely, as shown in FIG. 10, based on the group delay value
corresponding to an amplitude spectrum from which the
maximum amplitude has been obtained, the group delay
value (time) corresponding to a frequency at which the maxi-
mum amplitude has been obtained is stored as a group delay
corresponding to that frequency. Next, at step ST53, the mini-
mum envelope is selected from the overlapped spectra
obtained by overlapping amplitude spectra (F0-adaptive
spectra) for the frames in the range of -1/(2xF0) to 1/(2xF0)
before and after the time t of analysis. Namely, obtaining the
minimum envelope from the overlapped spectra for the
frames in the range of —=1/(2xF0) to 1/(2xF0) means that the
minimum envelope is obtained by connecting the minimum
amplitude portions at the respective frequencies of the ampli-
tude spectra for the frames in the range of -1/(2xF0) to
1/(2xF0) before and after the time t of analysis.

It is arbitrary to employ what method by which “a spectral
envelope for sound synthesis” is obtained by averaging the
overlapped spectra. In this embodiment, a spectral envelope
for sound synthesis is obtained by calculating a mean value of
the maximum envelope and the minimum envelope (at step
ST55). A median value of the maximum envelope and the
minimum envelope may be used as a mean value in obtaining
a spectral envelope for sound synthesis. In these manners, a
more appropriate spectral envelope can be obtained even if
the overlapped spectra greatly fluctuate.

In this embodiment, the maximum envelope is transformed
to fill in the valleys of the minimum envelope at step ST54.
Such transformed envelope is used as the minimum envelope.
Such transformed minimum enveloped can increase the natu-
ralness of hearing impression of synthesized sound.

Inthe spectral envelope integration section 9, at step ST56,
the amplitude values of the spectral envelope of frequency
bins under FO are replaced with the amplitude value of a
spectral envelope of frequency bin at F0 for use in the sound
synthesis. This is because the spectral envelope of frequency
bins under F0 is unreliable. With such replacement, the spec-
tral envelope of frequency bins under F0 becomes reliable,
thereby increasing the naturalness of hearing impression of
the synthesized sound.

As described above, step ST50 (steps ST51 through ST56)
is performed every predetermined time (1 ms), and a spectral
envelope is estimated in each unit time (1 ms). In this embodi-
ment, at step ST57, the replaced spectral envelope is filtered
with a two-dimensional low-pass filter. Filtering can remove
noise from the replaced spectral envelope, thereby further-
more increasing the naturalness of hearing impression of the
synthesized sound.
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In this embodiment, the spectral envelope is defined as a
mean value of the maximum value (the maximum envelope)
and the minimum value (the minimum envelope) of the spec-
tra in the range of integration (at step ST55). The maximum
enveloped is not simply used as a spectral envelope. This is
because such possibility should be considered as there is
some sidelobe effect of the analysis window. Here, a number
of valleys due to FO remain in the minimum envelope, and
such minimum envelope cannot readily be used as a spectral
envelope. Then, in this embodiment, the maximum envelope
is transformed to overlap the minimum envelope, thereby
eliminating the valleys of the minimum envelope while main-
taining the contour of the minimum envelope (at step ST54).
FIG. 11 shows an example of the transformation and the flow
of the calculation therefor. Specifically, as shown in FIG.
11A, peaks of the minimum envelope as indicated with a
circle symbol (o) are calculated, and then an amplitude ratio
of the maximum envelope and the minimum envelope at its
frequency is calculated (as indicated with | ). Next, as shown
in FIG. 11B, the conversion ratio for the entire band is
obtained by linearly interpolating the conversion ratio along
the frequency axis (as indicated with | ). A new minimum
envelope is obtained by multiplying the maximum enveloper
by the conversion ratio and then transforming the maximum
envelope such that the new minimum envelope may be higher
than the old minimum envelope. As shown in FIG. 11C, since
estimated components under F0 are unreliable in many cases,
the amplitude values of the envelope of frequency bins under
F0 are replaced with the amplitude value at F0. The replace-
ment is equivalent to smoothing with a window having a
length of FO (at step ST56). An envelope obtained by manipu-
lating the maximum and minimum envelopes has a step-like
contour, namely, step-like discontinuity along the time axis.
Such discontinuity is removed with a two-dimensional low-
pass filter along the time-frequency axes (at step ST57),
thereby obtaining a smoothed spectral envelope along the
time axis (see FIG. 12).

The group delay integration section 11 as shown in FIG. 1
selects from a plurality of group delays a group delay corre-
sponding to the maximum envelope for each frequency com-
ponent of the spectral envelope SE at a predetermined inter-
val. Then, the group delay integration section 11 integrates
the selected group delays to sequentially obtain a group delay
GD for sound synthesis. Namely, a spectral envelope for
sound synthesis is sequentially obtained from the overlapped
spectra which have been obtained from amplitude spectra
obtained for the respective frames. Then, the group delay
integration section 11 selects from a plurality of group delays
a group delay corresponding to the maximum envelope for
each frequency component of the spectral envelope. And, the
group delay integration section 11 integrates the selected
group delays to sequentially obtain a group delay for sound
synthesis. Here, a group delay for sound synthesis is defined
as a value of group delay (see F1G. 13B) corresponding to the
maximum envelope (see FIG. 13A) to represent the most
resonating time in the rage of integration. In connection with
the waveform of singing as shown in FIG. 14A, the thus
obtained group delay GD is associated with the time of esti-
mation and is overlapped on the F0-adaptive spectrum (am-
plitude spectrum) as shown in FIG. 14B. As known from FIG.
14B, the group delay corresponding to the maximum enve-
lope almost corresponds to the peak time of the F0-adaptive
spectrum.

Since the thus obtained group delay spreads along the time
axis, according to the fundamental period corresponding to
F0, the group delay is normalized along the time axis. The
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group delay corresponding to the maximum envelope at fre-
quency {f'is expressed in formula (2).

g(tt)

The value of frequency bin corresponding to nxFO(t) is
expressed in formula (3).

<Formula (2)>

&(Largol) <Formula (3)>

The fundamental period (1/F0(t)) and the value of fre-
quency bin of formula (3) are used to normalize the group
delay. The normalized group delay g(f,t) is expressed in for-
mula (4).

(Formula (4))

1 4
§UF ) =m0 )= Bl 00 1/ Fal0) s @

Here, mod(x,y) denotes the remainder of the division of x
by y.

An offset due to different times of analysis is eliminated as
shown in Formula (5).

U8 rnryey?)

Here, n=1 or n=1.5 where analysis may be unreliable in the
proximity of n=1; in such case, more reliable result may be
obtained based on the value between these harmonics.

As described above, the group delay g(ft) is normalized in
the range of (0,1). However, the following problems remain
unsolved due to the division by the fundamental period and
integration in the range of the fundamental period.

(Problem 1) Discontinuity occurs along the frequency axis.

(Problem 2) Step-like discontinuity occurs along the time
axis.

Solutions to these problems will be described below.

First, Problem 1 relates to discontinuity due to the funda-
mental period around F0=318.6284 Hz, 1.25 KHz, 1.7 KHz,
etc. as shown in FIG. 12. For flexible manipulation such as
transformation of the group delay information, the group
delay is notusable as it is. Then, the group delay is normalized
in the range of (-, ), and then is converted with sin and cos
functions. As a result, the discontinuity can continuously be
grasped. Specifically, the group delay can be calculated as
follows

<Formula (5)>

<Formula (6)>

& D=(g(fDx2m)-n ®

&(fn)=cos(g.(f1) Q)

& (FD)=sin(g,(£1) M

Next, Problem 2 is similar with a problem with the estima-
tion of spectral envelopes. This is due to the periodic occur-
rence of waveform driving. Here, in order to solve the prob-
lem for the purpose of sound analysis and synthesis, it is
convenient if the period continuously changes. For this pur-
pose, g, (f;t) and g (f,t) are smoothed in advance.

Last, as with the spectral envelopes, since components of
frequency bins under FO are not reliably estimated in many
cases, the normalized group delays of frequency bins under
F0 are replaced with the value of frequency bin at F0.

Now, how to implement the group delay integration section
11 which operates as described above by using a program
installed on a computer will be described below. FIG. 15is a
flowchart showing an example algorithm of a computer pro-
gram used to obtain a group delay GD for sound synthesis
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from a plurality of F0-adaptive group delays (as indicated
with Z -7, in FIG. 5). In this algorithm, step ST150 executed
every 1 ms includes step ST52 of FIG. 9. Namely, at step
ST52, group delays corresponding to overlapped spectra
selected as the maximum envelopes are stored by frequency.
Then, at step ST521, time-shift of analysis is compensated
(see FIG. 5). The group delay integration section 11 stores by
frequency group delays in the frames corresponding to the
maximum envelopes for the respective frequency compo-
nents of the overlapped spectra, and compensate the time-
shift of analysis for the stored group delays. This is because
the group delays spread along the time axis (at an interval)
according to the fundamental period corresponding to FO0.
Next, at step ST522, the group delays for which the time-shift
has been compensated are normalized in the range of 0-1.
This normalization follows the steps as shown in detail in
FIG. 16. FIG. 17 illustrates various states of group delay in
normalization steps. First, the group delay value of frequency
bin corresponding to nxF0 is stored (see step ST522 as shown
in Fig.17A). Next, the stored value is subtracted from the
group delay (at step ST522B as shown in FIG. 17B). Then,
based on the result of the above subtraction, the remainder of
the group delay is calculated by division by the fundamental
period (at step ST522C as shown in FIG. 17C). Next, the
result of the above calculation is normalized (divided) by the
fundamental period to obtain a normalized group delay (at
step ST522D as shown in FIG. 17D). In this manner, normal-
izing the group delay along the time axis may remove the
effect of F0, thereby obtaining a transformable group delay
according to F0 at the time of resynthesis (resynthesization).
The group delays are normalized as follows. At step ST523 of
FIG. 15, the group delay for sound synthesis is based on the
group delays which have been obtained by replacing the
group delay values of frequency bins under F0 with the value
of frequency bin at F0. This is because the estimated group
delays of frequency bins under F0 are unreliable. With such
replacement, the estimated group delays of frequency bins
under FO become reliable, thereby increasing the naturalness
of hearing impression of synthesized sound. The replaced
group delays may be used, as they are, for sound synthesis. In
this embodiment, however, at step ST524, the replaced group
delays obtained every 1 ms are smoothed. This is because it is
convenient if the group delay continuously changes for the
purpose of sound analysis and synthesis.

In smoothing the group delays, as shown in FIG. 18, the
group delay replaced for each frame is converted with sin and
cos functions to remove discontinuity due to the fundamental
period at step ST524A. Next, at step ST524B, all the frames
are subjected to two-dimensional low-pass-filtering. Follow-
ing that, at step ST524C, the group delay for each frame is
converted to an original state with tan™! function to obtain a
group delay for sound synthesis. The conversion of the group
delay with sin and cos functions is performed for the conve-
nience of two-dimensional low-pass filtering. The formulae
used in this calculation are the same as those used in sound
synthesis as described later.

The spectral envelopes and group delays obtained in the
manner described so far are stored in a memory 13 of FIG. 1.
[Sound Synthesis Based on Spectral Envelopes and Group
Delays]

In order to use in sound synthesis the spectral envelopes
and normalized group delays obtained as described so far, as
with conventional sound analysis and synthesis systems,
expansion and contraction of the time axis and amplitude
control are performed and F0 for sound synthesis is specified.
Then, a unit waveform is sequentially generated based on the
specified F0 and spectral envelopes for sound synthesis as
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well as the normalized group delays. Overlap-add calculation
is performed on the generated unit waveforms, thereby syn-
thesizing sound. An audio signal synthesis system 2 of FIG. 1
comprises areading section 15, a conversion section 17, a unit
waveform generation section 19, and a synthesis section 21 as
primary elements as well as a discontinuity suppression sec-
tion 23 and a compensation section 25 as additional elements.
FIG. 19 is a flowchart showing an example algorithm of a
computer program used to implement an audio signal synthe-
sis system according to the present invention. FIGS. 20 and 21
respectively show waveforms for explanation of audio signal
synthesis steps.

As shown in FIG. 20, the reading section 15 reads out the
spectral envelopes and group delays for sound synthesis from
a data file stored on the memory 13. Reading out is performed
in a fundamental period 1/F0 for sound synthesis which is a
reciprocal of FO for sound synthesis. The data file has stored
the spectral envelopes and group delays for sound synthesis
as estimated by the estimation system 1 at a predetermined
interval. The conversion section 17 converts the read-out
group delays into phase spectra as shown in FIG. 20. Also as
shown in FIG. 20, the unit waveform generation section 19
generates unit waveforms based on the read-out spectral
envelopes and the phase spectra. As shown in FIG. 21, the
synthesis section 21 outputs a synthesized audio signal
obtained by performing overlap-add calculation on the gen-
erated unit waveforms in the fundamental period for sound
synthesis. According to this audio signal synthesis system,
group delays are generally reproduced for sound synthesis,
thereby attaining natural synthesis quality.

In the embodiment as shown in FIG. 1, the audio signal
synthesis system further comprises a discontinuity suppres-
sion section 23 operable to suppress an occurrence of discon-
tinuity along the time axis in the low frequency range of the
read-out group delays before the conversion section 17 per-
forms the conversion, and a compensation section 25. The
discontinuity suppression section 23 is implemented at step
ST 102 of FIG. 19. As shown in FIG. 22, an optimal offset for
each voiced segment is searched to update the group delays at
step ST102A in step ST120, and the group delays are
smoothed in the low frequency range at step ST102B in step
ST120. The updating of the group delays shown at step
ST102A is implemented by the steps shown in FIG. 23. FIGS.
24 and 25 are used to explain the updating of the group delays.
First, the discontinuity suppression section 23 re-normalizes
the group delays by adding an optimal offset to the group
delay for each voiced segment for updating (at step ST102A
of FIG. 22), and then smoothes the group delays in the low
frequency range (at step ST102B of FIG. 22). As shown in
FIG. 23, the first step ST102A extracts a value of frequency
bin at F0 for sound synthesis (see step ST102a and FIG. 23).
Next, the fitting (matching) with the mean value of the central
Gaussian function is performed by changing the mean value
of the central Gaussian function in the range of 0-1 in the
Gaussian mixture with consideration given to periodicity (see
step ST1025 and FIG. 23). Here, the Gaussian mixture with
consideration given to periodicity is a Gaussian function with
the mean value of 0.9 and the standard deviation of 0.1/3. As
shown in FIG. 24, the fitting results can be represented as a
distribution which takes account of the group delays of fre-
quency bin at F0. An offset for the group delays is determined
such that the center of the distribution (the mode value) may
be 0.5 (at step ST102¢ of FIG. 23). Next, a remainder is
calculated by adding the offset to the group delay and divid-
ing by 1 (one) (at step ST102d of FIG. 23). FIG. 25 shows
example group delays wherein a remainder is calculated by
adding the offset to the group delay and dividing by 1 (one).
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In this manner, the group delay of frequency bin at F0 reflects
the offset as shown in FIG. 24.

The discontinuity suppression section 23 re-normalizes the
group delays by adding the optimal offset to the group delay
for each voiced segment, and then smoothes the group delays
in the low frequency range at step ST102B. FIG. 26 is a
flowchart showing an example algorithm for smoothing in the
low frequency range. FIGS. 27A to 27C and FIGS. 28D to
28F sequentially illustrate an example smoothing process at
step ST102B. In the smoothing process, the read-out group
delays are converted with sin function and cos functions for
the frames in which discontinuity is suppressed at step
ST102e of FIG. 26 (see FIGS. 27B and 27C). Then, at step
ST102f of FIG. 26, two-dimensional low-pass filtering is
performed on the frames in the frequency band of 1-4300 Hz.
For example, a two-dimensional triangular window filter with
the filter order in the time axis 0.6 ms and the filter order in the
frequency axis of 48.4497 Hz may be used as a two-dimen-
sional low-pass filter. After the filtering is completed, the
group delays, which have been converted with sin and cos
functions, are converted to an original state with tan™" func-
tion at step ST102g (see FIGS. 27D-27F and Formula (9)).
With this operation, even if sharp discontinuity occurs along
the time axis, the sharp discontinuity is removed. As with this
embodiment, smoothing the group delays by the discontinu-
ity suppression section 23 can eliminate the instability or
unreliability of the group delays in the low frequency range.

In this embodiment, the audio signal synthesis system fur-
ther comprises a compensation section 25 operable to multi-
ply the group delays by the fundamental period for sound
synthesis as a multiplier coefficient after the conversion sec-
tion 17 of FIG. 1 converts the group delays or before the
discontinuity suppression section 23 of FIG. 1 suppresses the
discontinuity. With the compensation section 25, the group
delays spreading (having an interval) along the time axis
according to the fundamental period corresponding to F0 can
be normalized along the time axis, and higher accuracy phase
spectra can be obtained from the conversion section 17.

In this embodiment, the unit waveform generation section
19 generates unit waveforms by converting the analysis win-
dow to the synthesis window and windowing the unit wave-
form by the synthesis window. The synthesis section 21 per-
forms overlap-add calculation on the generated unit
waveforms in the fundamental period. FIG. 29 is a flowchart
showing a detailed algorithm of step ST104 of FIG. 19. First,
at step ST104A, the smoothed group delays and spectral
envelopes are picked up or taken out in the fundamental
period (at FO for sound synthesis). Next, at step ST104B, the
group delays are multiplied by the fundamental period as a
multiplier. The compensation section 25 is implemented at
step ST104B. Next, at step ST104C, the group delays are
converted to phase spectra. The conversion section 17 is
implemented at step ST104C. Then, at step St104D, the unit
waveforms (impulse responses) are generated from the spec-
tral envelopes (amplitude spectra) and the phase spectra. At
step ST104E, the unit waveforms thus generated are win-
dowed by a window for converting the Gaussian window
(analysis window) to a Hanning window (synthesis window)
with the amplitude of 1 (one) when adding up the Hanning
window. Thus, the unit waveforms windowed by the synthe-
sis window are obtained. Specifically, the Hanning window
with the length of the fundamental period is divided by the
Gaussian window (analysis window) used in the analysis to
generate a “window” for the conversion. Note that the “win-
dow” has a value only at the time that the Gaussian window
has a value of not 0 (non-zero). At step ST104F, the overlap-
add calculation is performed on a plurality of compensated
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unit waveforms in the fundamental period (a reciprocal of F0)
to generate a synthesized audio signal. Preferably, at step
ST104F, Gaussian noise is convoluted and then the overlap-
add calculation is performed in unvoiced segments. Although
windowing does not have effect to transform original sounds
if a Hanning window is used as the analysis window, in this
embodiment, a Gaussian window is used for analysis in order
to improve the temporal and frequency resolutions and to
reduce the sidelobe effect (because the low-order sidelobe
effect reduction is lower in the Hanning window than in the
Gaussian window).

The use of the unit waveforms thus compensated with the
synthesis window can help improve the naturalness of hear-
ing impression of synthesized sound.

The calculation performed at step ST102B will be
described below in detail. The group delay is finally dealt with
after the following calculation has been performed to convert
the group delay to g(f,t) from g (f,t) and g (f;t) converted with
sin and cos functions respectively.

(Formula (7))

_(g(fin+m (8)
gf.n= o
(& (D 9)
tan (m) (&:(f. 0 >0)
f.0
glf.0= tan’l(ij(;, ,)] +7 (g(f,0<0)
(Bxm/2 (gy(f. 0 <0, g(f,n=0)
7/2 (gy(f.0>0,8(f,n0=0

Where the formant frequency fluctuates, the contour of an
estimated group delay may sharply change, thereby signifi-
cantly affecting the synthesis quality when the power is large
in the low frequency range. It can be considered that this is
caused when the fluctuation due to F0 as described before (see
FIG. 8) occurs at a higher speed than F0 in a certain frequency
band. Referring to FIG. 14B, for example, the fluctuation
around 500 Hz is faster than around 1500 Hz. In the proximity
of the center of FIG. 14B, the contour of the group delay
changes, and the unit waveforms accordingly changes. In this
embodiment, a new common offset is added to the group
delay and is divided by 1 (one) to obtain a remainder (the
group delay is normalized) in the same voiced segment such
that discontinuity along the time axis may hardly occur in the
low frequency range of the group delay g(f.t). Then, two-
dimensional low-pass filtering with a long time constant is
performed in the low frequency range to eliminate such
instant fluctuation.

[Experiments]

Regarding the accuracy of estimating the spectral enve-
lopes by the method according to this embodiment of the
present invention, the proposed method was compared with
two previous methods known to have high accuracy,
STRAIGHT (refer to Non-Patent Document 27) and TAN-
DEM-STRAIGHT (refer to Non-Patent Document 28). An
unaccompanied male singing sound (solo vocal) was taken
from the RWC Music Database (Goto, M., Hashiguchi, H.,
Nishimura, T., and Oka, R., “RWC Music Database for
Experiments: Music and Instrument Sound Database” autho-
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rized by the copyright holders and available for study and
experiment purpose, Information Processing Society of
Japan (IPS) Journal, Vol. 45, No. 3, pp. 728-738 (2014) (Mu-
sic Genre: RWC-MDB-G-2001 No. 91). A female spoken
sound was taken from the AIST Humming Database (E008)
(Goto, M. and Nishimura, T., “AIST Hamming Database,
Music Database for Singing Research”, IPS Report, 2005-
MUS-61, pp. 7-12 (2005)). Instrument sounds, piano and
violin sounds, were taken from the RWC Music Database as
described above (Piano: RWC-MDB-1-20001, No. 01,
011PFNOM) and (Violin: RWC-MDB-1-2001, No. 16,
161VLGLM). All spectral envelopes were represented with
2049 frequency bins (4096 FFT length) which are frequently
used in STRAIGHT, and the unit time of analysis was set to 1
ms. In the embodiment described so far, the temporal resolu-
tion means the discrete time step of executing the integration
process every 1 ms in the multi-frame integration analysis.

Regarding the estimation of group delays, the further
analysis results of the synthesized sound with group delays
reflected were compared with the analysis results of natural
sound. Here, not as with the estimation experiments of spec-
tral envelopes, 4097 frequency bins (FFT length of 8192)
were used in experiments in order to secure the estimation
accuracy of group delays.

[Experiment A: Comparison of Spectral Envelopes]

In this experiment, the analysis results of natural sound
were compared with the STRAIGHT spectral envelopes.

In FIG. 30, STRAIGHT spectrogram and the proposed
spectrogram are shown correspondingly and the spectral
envelopes at time 0.4 sec. are overlapped for illustration pur-
pose. The STRAIGHT spectrum lies between the proposed
maximum and minimum envelopes. It is almost approximate
or similar to the proposed spectral envelope. Further, sound
was synthesized from the proposed spectrogram by
STRAIGHT using the aperiodic components estimated by
STRAIGHT. Hearing impression of the synthesized sound
was comparable, not inferior to the re-synthesis from the
STRAIGHT spectrogram.

[Experiment B: Reproduction of Spectral Envelopes]

In this experiment, the accuracy of spectral envelope esti-
mation was evaluated using synthesized sound with known
spectral envelopes and F0. Specifically, in this experiment
were used the analyzed and synthesized sound by
STRAIGHT from the natural sound and instrument sound
samples as described before and sounds synthesized by a
cascade-type Klatt synthesizer (Klatt, D. H., “Software for A
Cascade/parallel Formant Synthesizer”, J. Acoust. Soc. Am.,
Vol. 67, pp. 971-995 (1980)) with the spectral envelopes
being parameter controlled.

A list of parameters given to the Klatt synthesizer is shown

in Table.
TABLE 1

Symbol Name Value (Hz)
FO Fundamental frequency 125

F1 First formant frequency 250-1250
F2 Second formant frequency 750-2250
F3 Third formant frequency 2500

F4 Fourth formant frequency 3500

F5 Fifth formant frequency 4500
B1 First formant bandwidth 62.5
B2 Second formant bandwidth 62.5
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TABLE 1-continued
Symbol Name Value (Hz)
B3 Third formant bandwidth 125
B4 Fourth formant bandwidth 125
BS Fifth formant bandwidth 125
FGP Glottal resonator frequency 0
BGI Glottal resonator bandwidth 100

Here, the values ofthe first and second formant frequencies
(F1 and F2) were set to those shown in Table 2 to generate
spectral envelopes. Sinusoidal waves were overlapped with
the fundamental frequency of 125 Hz to synthesize six kinds
of sounds from the generated spectral envelopes.

TABLE 2
ID F1 (Hz) F2 (Hz)
K01 250 750
K02 250 1500
K03 500 1500
K04 1000 1500
K05 1000 2000
K06 500 2000

The following log-spectral distance (L.SD) was used in the
evaluation of estimation accuracy. Here, T stands for the
number of voiced frames, F for the number of frequency bins
(=F=F +1), (F. F) for the frequency range for the evalua-
tion, and S_(t,) and S _(t,1) for the ground-truth spectral enve-
lope and an estimated spectral envelope, respectively. Fur-
ther, a(t) stands for a normalization factor determined by
minimizing an error defined as a square error € between
S (t,0) and a(D)S(1,1) in order to calculate the log-spectral
distance.

(Formula (8))
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Table 3 shows the evaluation results and FIG. 31 illustrates
an example estimated spectral envelopes. The log-spectral
distance of the spectral envelope estimated by the method
according to this embodiment of the present invention was
smaller than the one estimated by one of STRAIGHT and
TANDEM-STRAIGHT in 13 samples out of 14 samples, and
was smaller than those estimated by both of STRAIGHT and
TANDEM-STRAIGHT in 8 samples out of 14 samples. As
known from the results, it was confirmed that high-quality
sound synthesis and high-accuracy sound analysis could be
attained in this embodiment of the present invention.
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TABLE 3
LSD (Log-Spectral

Sound Length FL FH Distance) [dB]

Type (s) [KHz] [KHz] STRAIGHT TANDEM Proposed
Singing (Male) 6.5 0 6 1.0981 1.9388 14314
Singing (Male) 6.5 0 22.05 2.0682 2.3215 2.0538
Singing (Female) 4.6 0 6 2.1068 2.3434 2.0588
Singing (Female) 4.6 0 22.05 2.7937 2.7722 2.5908
Instrument (Piano) 2.9 0 6 3.6600 34127 3.1232
Instrument (Piano) 2.9 0 22.05 4.0024 3.5951 3.3649
Instrument (Violin) 3.6 0 6 1.1467 1.7994 1.3794
Instrument (Violin) 3.6 0 22.05 2.2711 2.3689 2.1012
Klatt (K01) 0.2 0 5 2.3131 1.6676 1.9491
Klatt (K02) 0.2 0 5 3.8462 1.5995 2.8278
Klatt (K03) 0.2 0 5 1.6764 1.4700 2.2954
Klatt (K04) 0.2 0 5 1.7053 1.2699 1.1271
Klatt (K03) 0.2 0 5 1.5759 1.2353 1.0643
Klatt (K06) 0.2 0 5 1.1712 1.2662 1.8197

[Experiment C: Reproduction of Group Delays]

FIG. 32 illustrates the experiment results obtained by esti-
mating spectral envelopes and group delays and resynthesiz-
ing the sound using male unaccompanied singing voice
according to this embodiment of the present invention. The
low-pass filtering, which was performed generally or in the
low frequency range, was observed in the group delays of the
resynthesized sound. Generally, however, the group delays
were reproduced and high-quality synthesis was attained,
thereby providing natural hearing impression.

[Other Remarks]

In this embodiment, the amplitude ranges in which the
estimated spectral envelopes lie were also estimated, which
can be utilized in voice timber conversion, transformation of
spectral contour, and unit-selection and concatenation syn-
thesis, etc.

In this embodiment, there is a possibility that group delays
are stored for synthesis. Further, with the conventional tech-
niques (Non-Patent Documents 32 and 33), smoothing group
delays does not improve the synthesis quality. In contrast
therewith, the technique proposed in this disclosure can prop-
erly fill in the valleys of the envelope by integrating a plurality
of frames. In addition, according to the embodiment of the
present invention, more detailed analysis is available beyond
the single pitch marking analysis since the group delay reso-
nates at a different time for each frequency band. As shown in
FIG. 33, the relationship of the F0-adaptive spectrum with the
group delay corresponding to the maximum envelope peak
can be known in this embodiment. As can be known by
comparing FIG. 33 with FIG. 14, excessive noise (error)
caused by the formant frequency fluctuation and the like can
be eliminated by detecting the peak at the time of calculating
the maximum envelope.

The present invention is not limited to the embodiment
described so far. Various modifications and variations fall
within the scope of the present invention.

INDUSTRIAL APPLICABILITY

According to the present invention, spectral envelopes and
phase information can be analyzed with high accuracy and
high temporal resolution from voice and instrument sounds,
and high quality sound synthesis can be attained while main-
taining the analyzed spectral envelopes and phase informa-
tion. Further, according to the present invention, audio signals
can be analyzed, regardless of the difference in sound kind,
without needing additional information such as the pitch
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marks [time information indicating a driving point of wave-
form (and the time of analysis) in analysis synchronized with
frequency, the time of excitation of a glottal sound source, or
the time at which the amplitude in the fundamental period]
and phoneme information.

REFERENCE SIGN LIST

1 Estimation System

2 Synthesis System

3 Fundamental Frequency Estimation Section
5 Amplitude Spectrum Acquisition Section
7 Group Delay Extraction Section

9 Spectral Envelope Integration Section

11 Group Delay Integration Section

13 Memory

15 Reading Section

17 Conversion Section

19 Unit Waveform Generation Section

21 Synthesis Section

23 Discontinuity Suppression Section

25 Compensation Section

The invention claimed is:

1. An estimation system of spectral envelopes and group
delays for sound analysis and synthesis comprising at least
one processor operable to function as:

a fundamental frequency estimation section configured to
estimate F0s from an audio signal at all points of time or
at all points of sampling;

an amplitude spectrum acquisition section configured to
divide the audio signal into a plurality of frames, center-
ing on each point of time or each point of sampling, by
using a window having a window length changing with
F0 at each point of time or each point of sampling, to
perform Discrete Fourier Transform (DFT) analysis on
the plurality of frames of the audio signal, and thus to
acquire amplitude spectra at the respective frames;

a group delay extraction section configured to extract
group delays as phase frequency differentials at the
respective frames by performing a group delay extrac-
tion algorithm accompanied by DFT analysis on the
plurality of frames of the audio signal;

a spectral envelope integration section configured to obtain
overlapped spectra at a predetermined time interval by
overlapping the amplitude spectra corresponding to the
frames included in a certain period determined based on



US 9,368,103 B2

25

a fundamental period of F0, and to average the over-
lapped spectra to sequentially obtain a spectral envelope
for sound synthesis; and

a group delay integration section configured to select a

group delay corresponding to a maximum envelope for
each frequency component of the spectral envelope from
the group delays at a predetermined time interval, and to
integrate the thus selected group delays to sequentially
obtain a group delay for sound synthesis.

2. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 1,
wherein:

the fundamental frequency estimation section is config-

ured to identify voiced segments and unvoiced segments
in addition to the estimation of F0s and to interpolate the
unvoiced segments with FO values of the voiced seg-
ments or allocate predetermined values to the unvoiced
segments as FO.

3. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 1,
wherein:

the spectral envelope integration section is configured to

obtain the spectral envelope for sound synthesis by cal-
culating a mean value of the maximum envelope and a
minimum envelope of the overlapped spectra.

4. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 3,
wherein:

the spectral envelope integration section is configured to

obtain the spectral envelope for sound synthesis by
using, as the mean value, a median value of the maxi-
mum envelope and the minimum envelope of the over-
lapped spectra.

5. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 4,
wherein:

the maximum envelope is transformed to fill in valleys of

the minimum envelope and a transformed minimum
envelope thus obtained is used as the minimum envelope
in calculating the mean value.

6. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 3,
wherein:

the maximum envelope is transformed to fill in valleys of

the minimum envelope and a transformed minimum
envelope thus obtained is used as the minimum envelope
in calculating the mean value.

7. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 3,
wherein:

the spectral envelope integration section is configured to

obtain the spectral envelope for sound synthesis by
replacing amplitude values of the spectral envelope of
frequency bins under F0 with an amplitude value of the
spectral envelope at F0.

8. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 7,
further comprising:

a two-dimensional low-pass filter operable to filter the

replaced spectral envelope.

9. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 1,
wherein:

the group delay integration section is configured to store,

by frequency, the group delays in the frames correspond-
ing to the maximum envelopes for respective frequency
components of the overlapped spectra, to compensate a
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time-shift of analysis of the stored group delays, and to
normalize the stored group delays for use in sound syn-
thesis.

10. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 9,
wherein:

the group delay integration section is configured to obtain
the group delay for sound synthesis by replacing values
of group delay of frequency bins under FO with a value
of the group delay at F0.

11. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 10,
wherein:

the group delay integration section is configured to smooth
the replaced group delays for use in sound synthesis.

12. The estimation system of spectral envelopes and group
delays for sound analysis and synthesis according to claim 11,
wherein:

in smoothing the replaced group delays for use in sound
synthesis, the replaced group delays are converted with
sin function and cos function to remove discontinuity
due to the fundamental period, the converted group
delays are subsequently filtered with a two-dimensional
low-pass filter, and then the filtered group delays are
converted to an original state with tan™" function for use
in sound synthesis.

13. An audio signal synthesis system using the spectral
envelopes and group delays for sound analysis and synthesis
estimated by the estimation system according to claim 1, the
audio signal synthesis system comprising at least one proces-
sor operable to function as:

a reading section configured to read out, in a fundamental
period for sound synthesis, the spectral envelopes and
group delays for sound synthesis from a data file of the
spectral envelopes and group delays for sound synthesis
estimated by the estimation system, wherein the funda-
mental period for sound synthesis is a reciprocal of the
fundamental frequency for sound synthesis;

a conversion section configured to convert the read-out
group delays into phase spectra;

a unit waveform generation section configured to generate
unit waveforms based on the read-out spectral envelopes
and the phase spectra; and

a synthesis section configured to output a synthesized
audio signal obtained by performing overlap-add calcu-
lation on the generated unit waveforms in the fundamen-
tal period for sound synthesis.

14. The audio signal synthesis system according to claim

13, further comprising:

a discontinuity suppression section configured to suppress
an occurrence of discontinuity of the read-out group
delays along a time axis in a low frequency range before
the conversion section converts the read-out group
delays.

15. The audio signal synthesis system according to claim

14, wherein:

the discontinuity suppression section is configured to
smooth group delays in the low frequency range after
adding an optimal offset to the group delay for each
voiced segment.

16. The audio signal synthesis system according to claim

15, further comprising:

a compensation section configured to multiply the respec-
tive group delays by the fundamental period for sound
synthesis as a multiplier coefficient after the conversion
section converts the group delays or before the discon-
tinuity suppression section suppresses the discontinuity.
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17. The audio signal synthesis system according to claim

15, wherein:

in smoothing the group delays, the read-out group delays
are converted with sin function and cos functions to
remove discontinuity due to the fundamental period for 5
sound synthesis, the converted group delays are subse-
quently filtered with a two-dimensional low-pass filter,
and then the filtered group delays are converted to an
original state with tan~' function for use in sound syn-
thesis.

18. The audio signal synthesis system according to claim 10

14, further comprising:

a compensation section configured to multiply the respec-
tive group delays by the fundamental period for sound
synthesis as a multiplier coefficient after the conversion
section converts the group delays or before the discon- 15
tinuity suppression section suppresses the discontinuity.

19. The audio signal synthesis system according to claim

13, wherein:

the synthesis section is configured to convert an analysis
window into a synthesis window and perform overlap- 20
add calculation in the fundamental period on compen-
sated unit waveforms obtained by windowing the unit
waveforms by the synthesis window.

20. An estimation method of spectral envelopes and group

delays for sound analysis and synthesis implemented on at »s
least one processor, the method comprising:

afundamental frequency estimation step of estimating FOs
from an audio signal at all points of time or at all points
of sampling;
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an amplitude spectrum acquisition step of dividing the
audio signal into a plurality of frames, centering on each
point of time or each point of sampling, by using a
window having a window length changing with F0 at
each point of time or each point of sampling; performing
Discrete Fourier Transform (DFT) analysis on the plu-
rality of frames of the audio signal; and thus acquiring
amplitude spectra at the respective frames;

a group delay extraction step of extracting group delays as
phase frequency differentials at the respective frames by
performing a group delay extraction algorithm accom-
panied by DFT analysis on the plurality of frames of the
audio signal;

a spectral envelope integration step of obtaining over-
lapped spectra at a predetermined time interval by over-
lapping the amplitude spectra corresponding to the
frames included in a certain period determined based on
a fundamental period of F0, and averaging the over-
lapped spectra to sequentially obtain a spectral envelope
for sound synthesis; and

a group delay integration step of selecting a group delay
corresponding to a maximum envelope for each fre-
quency component of the spectral envelope from the
group delays at a predetermined time interval, and inte-
grating the thus selected group delays to sequentially
obtain a group delay for sound synthesis.
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